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ABSTRACT 

 
 
Semantic Argument Classification is the process of analyzing the sentence to 
investigate the pattern of WHO did WHAT to WHOM, WHEN, WHERE, WHY, 
HOW, from a structured text data. Research on the classification of semantic 
arguments requires data that has been labeled semantically in large numbers, which is 
called corpus. In the preliminary research, two types of corpus have been built, 
namely FrameNet and Propbank, both are from news domain or news genre. Because 
building a corpus is costly and time-consuming, recently many studies have used 
FrameNet and Propbank corpus as training data to conduct semantic argument 
classification research on new domains without the need to build a new corpus for 
those new domains. 
This thesis will perform a research related to semantic argument classification on a 
new domain that is Quran English Translation by utilizing Propbank corpus as 
training data. The Quran English translation is a translation of the original Arabic 
Quran. Hence the composition of grammar and the sentence structure, English-Quran 
is still influenced by the original languages, namely Arabic. In its original language, 
Arabic, the holy Quran has a significant difference from the newswire domain, being 
closer to poetic language, more creative linguistic expression, and has many 
variations of vocabulary and sentence structure. 
Previous studies have proven that there is a significant decrease in performance when 
classifying semantic arguments on different domain between the training and the 
testing data. The main problem is when there is a new argument that found in the 
testing data but not found in the training data. To recognize this new argument in 
training data, one solution is by extending the argument features in the training data 
to accommodate the new features of the new argument. This thesis proposes four new 
features to improve the baseline system performance.  
By using SVM Linear, the experiment has proven that the performance of semantic 
argument classification on Quran data using Propbank Corpus as training data can be 
improved by augmenting the proposed features to the baseline system with some 
combination option. When tested on auto labeled data, the augmentation of PTO+SP 
features to the baseline system can improve the accuracy by 1.25% and improve F-1 
score by 1.30%. When tested on hand-labeled data, the augmentation of combination 
PO+PTO features to the baseline system can improve the accuracy by 0.47% and 
improve F-1 score by 0.40%. 
 
Keywords: semantic argument classification, semantic role labeling, shallow 

semantic parsing, classification algorithm, Support Vector Machine classifier.  
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ABSTRAK 
 

Klasifikasi argumen semantik adalah proses menganalisa kalimat untuk menyelidiki 
pola WHO did WHAT to WHOM, WHEN, WHERE, WHY dan HOW dari struktur 
data teks. Penelitian terkait klasifikasi argumen semantik memerlukan data yang telah 
diberi label semantik dalam jumlah yang besar, yang disebut korpus. Pada penelitian 
awal, telah dibangun dua jenis korpus yaitu FrameNet dan Propbank, keduanya 
merupakan domain atau aliran berita. Karena membangun korpus membutuhkan 
biaya yang besar dan waktu yang lama, maka beberapa tahun terakhir telah banyak 
penelitian yang memanfaatkan korpus FrameNet dan Propbank sebagai data pelatihan 
untuk melakukan penelitian klasifikasi argumen semantik pada domain yang baru 
tanpa perlu membangun korpus untuk domain baru tersebut. 
Thesis ini akan melakukan penelitian terkait klasifikasi argumen semantik pada 
domain baru yaitu translasi AlQuran dalam bahasa Inggris dengan memanfaatkan 
korpus Propbank sebagai data latih. AlQuran dalam bahasa Inggris adalah alih bahasa 
dari AlQuran asli berbahasa Arab. Oleh karena itu dalam tata bahasa dan struktur 
kalimat, bahasa dalam translasi Quran berbahasa Inggris masih dipengaruhi oleh 
bahasa aslinya, yaitu bahasa Arab. Di dalamnya bahasa aslinya yaitu bahasa Arab, 
AlQuran memiliki perbedaan yang signifikan dari domain berita, lebih dekat dengan 
bahasa puitis, memiliki ekspresi linguistik yang lebih kreatif, dan memiliki banyak 
variasi kosa kata dan struktur kalimat. 
Peneitian terdahulu telah membuktikan bahwa terjadi penurunan performansi secara 
signifikan ketika melakukan klasifikasi argumen semantik pada domain yang berbeda 
antara data latih dan data uji. Masalah utamanya adalah karena ditemukan argumen 
baru yang terdapat pada data uji namun tidak ditemukan dalam data latih. Untuk 
mengenali argumen baru ini dalam data latih, salah satu solusinya adalah dengan 
memperluas fitur argumen dalam data latih untuk mengakomodasi fitur baru dari 
argumen baru tersebut. Thesis ini mengusulkan penambahan empat fitur baru pada 
sistem baseline untuk meningkatkan kinerja sistem. 
Dengan menggunakan SVM Linear, percobaan telah membuktikan bahwa 
performansi klasifikasi argumen semantik pada domain Quran menggunakan data 
Propbank sebagai data training dapat ditingkatkan dengan penambahan fitur yang 
diusulkan pada sistem baseline dengan dengan beberapa pilihan kombinasi. Ketika 
diuji pada auto labeled data, penambahan fitur PTO+SP dapat meningkatkan akurasi 
sebesar 1.25% dan F-Measure sebesar 1.30%. Ketika diuji pada hand-labeled data, 
penambahan fitur PO+PTO dapat meningkatkan akurasi sebesar 0.47% dan F-
Measure sebesar 0.40%.  
 
Keywords: semantic argument classification, semantic role labeling, shallow 

semantic parsing, classification algorithm, Support Vector Machine classifier.  
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CHAPTER 1 

INTRODUCTION 

 

1.1. Rationale 

 Semantic Argument Classification is the process of analyzing the sentence to 

investigate the pattern of WHO did WHAT to WHOM, WHEN, WHERE, WHY, 

HOW, from a structure text. Semantic argument classification is also referred to as 

semantic role labeling (SRL) process. This process will extract information from a 

sentence or text data. Originally to build a good performance SRL system for a 

domain is done by semantic labeling process on a large data manually. The 

representation of SRL has many benefits in natural language processing (NLP) 

application and has proven to be useful for questions and answers, information 

extraction, machine translation, and so on.   

 Research on semantic argument classification requires data that has been 

labeled semantically in large numbers, called corpus. In the preliminary research, two 

types of corpus have been built, namely FrameNet [1] and Propbank [2], both are 

from news domain or news genre. Because building a corpus is costly and time-

consuming, recently many studies have used FrameNet and Propbank corpus as 

training data to conduct semantic argument classification research on new domains 

such as domain literature, biomedical abstract, spoken of data, social media data, etc 

without the need to build a new corpus for those new domains [1] [2]. 

 Those studies were done by adaptation of data on a new domain or test data to 

source domain or training data through the model formation, feature development, 

utilizing machine learning, etc [3]. This adaptation process requires a large amount of 

training data that has been labeled in large quantities, and little data has been labeled 

for target data. This problem is classified as a supervised problem. There are also 
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studies that do not require data that has been labeled on data testing, which is 

classified as an unsupervised problem. 

 Previous studies have proven that there is a significant decrease in 

performance when classifying semantic arguments on different domain between the 

training and the testing data. Despite existing SRL system which has been tested and 

worked well on a sentence from the same domain, it showed a sharp decline in 

performance when tested on a different domain [3]. 

Table 1. Performance of Propbank Data Trained on Intra and Quran Domain 

 

 The main problem on the argument classification task with different domain is 

when there is a new argument that found in the testing data but not found in the 

training data. In terms of sentence structure, there are some verses of the Quran that 

have a different pattern with the sentence news text, which allows the emergence of 

new arguments. To recognize the new argument in training data, extending the 

argument features in the training data to accommodate the new features of the new 

argument becomes one of the solutions. 

 This thesis will perform a research related to semantic argument classification 

on a new domain that is Quran English Translation. The Quran English translation is 

a translation of the original Arabic Quran. Hence the composition of grammar and the 

sentence structure, English-Quran is still influenced by the original languages, 

namely Arabic. In its original language, Arabic, the holy Quran has a significant 

difference from the newswire domain, being closer to poetic language, more creative 

linguistic expression, and has many variations of vocabulary and sentence structure. 

 For a case study, this thesis selected the verses with predicate “say” as the 

samples. The basic of choosing this keyword because “say” is one of the many 
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emerging predicates that called as much as 1722 times. In addition, compared to the 

other predicate, a sentence with predicate phrase “say” has a variety of more complex 

patterns. So it would be better if it is used as a reference. 

Table 2. Some Differences Between Propbank and Quran Sentences With Predicate 
"say" 

 

Information : 

ARG0 : Argument-0, the subject/who said 

ARG1 : Argument-1, the object/the utterance 

ARG2 : Argument-2, the patient/to whom said 
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ARGM-TMP : Argument-Temporal, explaining about time, circumstances at the 

time of the event  

 Motivated by novel domain adaptation approach, this research will attempts 

improve the baseline system by the augmented four novel features to deal with the 

new argument on testing data. The system requires training a large of text labeled in 

the training data and a little of text labeled in the testing data. This research will use 

the Propbank corpus data as training data and the English translation of Quran as 

testing data. The feature augmentation performs an adaptation from the Quran 

domain to the Propbank domain. The adaptation process by detecting the important 

features contained in the Quran domain. By taking advantage of existing corpora 

from newswire domain will significantly reduce system development costs for Quran 

domain. 

1.2. Theoretical Framework 

 

Figure 1. Theoretical Framework 
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 Some theories in Figure 1 as a reference in this thesis is as follows: 

a. Data Preparation 

 The training data are the PropBank corpus and the test data are the English 

translation of the Holy Qur'an. In data preparation process, the XML file for the 

English translation of the Qur'an in according to the rules of Propbank's frameset 

XML file is constructed [4]. Some information namely the sentence, the predicate and 

the arguments will be extracted from the XML file. 

 For example, sentence "[Satan] said, "I  am better than him You created me 

from fire and created him from clay", it can be extracted that the predicate is "said", 

and the argument is "Satan" as argument 0 (ARG0/subject) and "I  am better than him 

You created me from fire and created him from clay" as argument 1 (ARG1/object 

/the utterance). 

 

b. Argument Identification 

 The first step in semantic argument classification is identify all arguments in a 

sentence based on the predicate. Argument identification conducts by parsing the 

sentence into a syntactic parse tree, both for training and testing data. The parse tree 

decompose words in a sentence into part-of-speech tags and nodes with the syntactic 

category.  

 

Figure 2. Parse Tree 
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 Argument identification is the process to find the boundaries for all the 

arguments on a sentence. Argument identification is the process of determining which 

nodes are in a parse tree that is an argument or not, including their boundaries. For 

example from Figure 2, argument identification is to identify if "The lecturer", "went" 

and "to classroom" are arguments. In this thesis, this process will be done with two 

scenarios: 

1. Identifying arguments on test data automatically using practNLPTools1. In this 

thesis, this type of data is called as auto labeled data. 

2. Identifying arguments on test data manually by the author. In this thesis, this type 

of data is called as hand-labeled data or manually labeled data. 

 For testing the feasibility of practNLPTools to identify arguments in this 

thesis, the manually validation process is carried out by matching the result between 

auto labeled data and hand-labeled data then the accuracy is calcuated. Because the 

data are abundant, with consideration of data variation, this study selects four 

chapters from the Qur'an as a sample. The four chapters are Al-Baqarah, Al-Maidah, 

Yusuf, and Al-Qashash. These four chapters contain 947 arguments or 36.90% of all 

arguments in the Quranic data. Validation results obtained are as follows: 

Table 3. Accuracy of Quran's Argument Identification Process by practNLPTools (%) 

 

 From the validation results in Table 3, it can be seen that the overall process 

of identification argument is good for it has the accuracy of 86.03%. Therefore it can 

be stated that practNLPTools is qualified to be a tool in identifying the argument in 

this study.  

 For ARG0, it is very good because it achieves 92,46% while for ARG1 is 

80,55%. The accuracy of these two arguments still can be increased when tested on 

                                                           
1 https://pypi.python.org/pypi/practNLPTools/1.0 
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more data. The accuracy is quite low in the ARG2 and ARGM-TMP argument 

namely > 50%, this is because there are a significant differences between Propbank 

and Quran on these two arguments (see Table 2). 

 

c. Features Selection and Augmentation 

 In this thesis, the features used are divided into three categories; the basic 

features, additional features, and proposed features. The basic features are a set of 

features that are commonly used for semantic argument classification research. While 

additional features are a set of features that are added to the system to increase the 

performance. The basic features and additional features are used by adopting from 

previous research [4] [5]. Proposed features are a set of novel features developed 

from basic and additional features and augmented to the baseline system to deal with 

the new argument on the testing data. These features are expected to improve the 

performance of the system. 

 

d.  Argument Classification 

 The final step is the argument classification. It is the process to determine the 

semantic roles for all argument nodes. In the example above, the first identified node 

"The lecturer" labeled as ARG0, node "went" as predicate and node "to classroom" as 

ARGM-DIR. For the semantic role in general, ARG0 refers to the agent and ARG1 

refers to the theme of the predicate. While for the semantic role from ARG2-5, there 

are no common meaning that remains consistent in the different predicate. 
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1.3. Conceptual Framework 

 

Figure 3. Linkage Between Variables in Conceptual Framework 

a. Characteristics of Quran's English Translation and Performance of Data 

Preparation Process. 

 The number of sentences (verse) can affect the level of performance of the 

data preparation process. More sentences mean the data preparation process will be 

longer.  

b. The performance of Data Preparation and Performance of Argument 

Identification Process. 

 Accuracy in sentences tokenization process in data preparation will affect the 

accuracy of argument identification process. 

c. The performance of Argument Identification and Performance of Features 

Selection & Augmentation Process. 
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 The number of arguments can affect the level of performance of features 

selection and augmentation process. More variety of arguments will produce a good 

data representation. The accuracy of the argument identification process will affect 

the accuracy of feature extraction generated. 

d. The performance of Argument Identification and Performance of Argument 

Classification. 

 The accuracy of the argument identification process will affect the accuracy 

of argument classification process. Error in the process of identification of the 

argument will produce an error for the next process that is the classification. 

e. Characteristics of Propbank Corpus Data and Performance of Features 

Extraction & Augmentation Process. 

 The number of arguments can affect the level of performance of features 

selection and augmentation process. More variety of arguments will produce a good 

data representation. 

f. The performance of Features Selection & Augmentation and Performance of 

Argument Classification. 

 The accuracy of features selection & augmentation process will affect the 

accuracy of argument classification process. The suitability of the selected features 

with the characteristics of the data will produce a good accuracy of the classification 

process. 

g. The performance of Argument Classification and Suitability of Quran's English 

Translation with the semantic role. 

 The performance of Argument Classification process will result in good 

suitability in the process of classification of semantic roles in Quran data. 

1.4. Statement Of The Problem 

 Statement of the problem can be stated as follows: 

o How to improve the performance of semantic argument classification on Quran 

domain especially on ARG0, ARG1, ARG2, and ARGM-TMP using Propbank as 
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training data by augmented four new features to deal with the new argument on 

Quran domain?  

1.5. Objectives and Hypothesis 

 According to the problem statement, the objective of this thesis is to improve 

the performance of semantic argument classification on Quran domain by minimizing 

the mismatches of an argument between Propbank and Quran domain. The process is 

carried out by augmenting four new features to deal with a new argument on Quran 

data. 

 Some previous studies showed the decline in performance when testing is 

conducted on a different domain [3]. The main problem on the argument 

classification task with different domains is when there are a new arguments found in 

the testing data but they are not found in the training data. As a reference for this 

study, the hypotheses of this thesis is as follows: 

o The four new features augmented to deal with the new argument on Quran 

domain data will minimize the mismatch between Propbank and Quran domain 

data especially on ARG0, ARG1, ARG2, and ARGM-TMP that ultimately will 

improve the performance of semantic argument classification on Quran domain.  

1.6. Assumption 

In this thesis, there are some assumptions as follows: 

1. This thesis focuses on improving the performance of argument classification, 

excluding the process of argument identification. Therefore the process of 

argument identification is assumed to have been done before. 

2. From validation process on practNLPTools's performance, it can be seen that the 

overall process of identification argument is quite good with the accuracy of 

86.03%. Therefore it can be assumed that practNLPTools is qualified to be a tool 

in identifying the argument in this study.  
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3. The focus of this thesis is to improve the performance of four arguments i.e. 

ARG0, ARG1, ARG2, and ARGM-TMP, which have many discriminative 

features between Propbank and Quran and achieved poor performance when they 

are tested on Quran domain data. Therefore it can be assumed that the other 

arguments already have a good performance. 

1.7. Scope And Delimitation 

 The scope of this thesis as follows: 

1. This thesis focuses on improving the performance of argument classification, 

excluding the process of argument identification. Therefore the process of 

argument identification is carried out manually and uses the existing Semantic 

Role Labeling system. 

2. The target domain data are the English Quran's translation Quran by Ministry of 

Religious Affairs downloaded through the website Tanzil – Quran Navigator2 

with the predicate "say" which is labeled refer to Propbank annotation rule. 

3. The focus of this thesis is on improving the performance of four arguments i.e. 

ARG0, ARG1, ARG2, and ARGM-TMP, which have many discriminative 

features between Propbank and Quran and have poor performance when they are 

tested on Quran domain data. 

1.8. Importance Of The Study 

 The importance of this study is as one of the preliminary research that 

implementing semantic argument classification or semantic role labeling (SRL) 

system in the Quran domain. Nowadays, the study on SRL system in Quran Domain 

is still very limited, so hopefully, this research can give a positive contribution in 

SRL system in general and especially in the study of the Quran domain. 

 

 

                                                           
2 www.tanzil.net 
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CHAPTER 2 

REVIEW OF LITERATURE AND STUDIES 

 

2.1. Related Literatures 

2.1.1. Text Mining 

 In general, text mining can be defined as an activity to extract a collection of 

documents (corpus) to obtain useful information by using a variety of analysis tools. 

Similarly, with data mining that has the aim to extract information from data, text 

mining also has the same goal which is done through an interesting search pattern. 

However, there are fundamental differences between text mining and data mining in 

source data. Sources data used in text mining are only a textual data which does not 

have a structure like the data in general. Text mining itself has similarities to data 

mining, they are equally dependent on preprocessing routine, pattern discovery 

algorithms and the presentation layer elements are used to improve search answer sets 

[6]. 

 Text mining is the process of detecting and extracting information from 

unstructured text. The process includes information retrieval and lexical analysis. The 

ultimate goal is to transform unstructured text into data that can be analyzed using 

analytical methods. 

2.1.2. Semantic Argument Classification 

 An argument is a statement, reasons or facts or also referred as a noun phrase 

to form propositions together with the predicate. This can also be interpreted that an 

argument is a piece of information that complements a predicate in a sentence which 

is usually a subject, direct object, and indirect object or referred as the words that 

follow or complement the predicate of a sentence. While semantics is the part of 
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language structure which is related to the meaning of the phrase or the meaning of a 

language structure [7]. Therefore it can be defined that the important task of a 

semantic argument in a sentence is to answer questions such as what, who, when, 

where, how, why and how. 

 Figure 3 below presents the simplest semantic role labeling algorithm. 

Although there are a large number of algorithms, it basically uses the steps in this 

algorithm.  

 Most algorithms begin with the analysis of the earliest semantic role 

(Simmons, 1973), starting with parsing using a wide-coverage parser to decide parse 

to the input string. Parse then get through the parse tree to find the predicate word. 

For each of these predicates, the algorithm verifies each node in the parse tree and 

determines the semantic role (if any) that is played for this predicate. For a supervised 

classification, given a set of labeled training data like PropBank, the feature vector is 

extracted for each node, using baseline and some additional feature templates. A 1-of-

N classifier is then trained to estimate a semantic role for each constituent Given 

these features,  where  N  is the number of potential semantic roles plus an extra 

NONE role for non-role constituents. Most standard classification algorithms have 

been used (logistic regression, SVM, etc). 

 

Figure 4.  A generic semantic-role-labeling algorithm 

2.1.3. Corpus 

 The corpus is a collection of data in the form of text documents used in the 

case study text mining. Today, two kinds of corpus that can be used for developing 
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semantic argument annotation data are available; they are FrameNet and PropBank. 

Now, it is widely found a new corpus coming from the application FrameNet and 

PropBank. Some of the corpora are also used in many application domains 

adaptations such MiPACQ (multisource Integrated Platform for Clinical Question 

Answering), BioProp, and NomBank (Pradhan et al., 2005). In this research, the 

corpus is used as training data is PropBank. It is used because the annotation process 

between one label with another has an independent labeling. This is to simplify the 

classification process. While the corpus is used as the testing data is Quran translation 

in English compiled by the author refer to PropBank annotation rule. 

2.1.3.1. Propbank 

 PropBank (Proposition Bank) was built in 2002 at the University of 

Pennsylvania by Martha Palmer and Paul Kingsbury [8]. PropBank uses semantic 

representations on a practical approach by adding information of predicate-argument, 

or semantic role label with Penn Treebank syntactic structure. PropBank itself is a 

collection of XML files that each file represents the verb which there are few 

examples of sentences and arguments that have been labeled. 

 Based on PropBank annotation rule, the argument of the verb labeled 

sequentially from ARG0 to ARG4, where ARG0 is the proto-agent (usually the 

subject of a transitive verb) and ARG1 are proto-patient (usually a direct object), and 

others. In addition to the core argument (ARG1-ARG4), there is also an additional 

argument that is marked as ARGMs. Examples of ARGMs is ARGM-LOC (indicate 

location), ARGM-DIR (indicates direction), ARGM-PRP (implying the destination), 

and so on. Table 4 List of core argument on PropBank shows a list of core arguments 

contained in PropBank and Table 5 List of Adjunct Arguments on PropBank shows a 

list of additional arguments contained in PropBank [9]. 
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Table 4. List of Core Arguments on Propbank [9] 

Tag Description 
ARG0 Agent, Operator 
ARG1 Thing, Operated 
ARG2 Explicit Patient 
ARG4 Explicit Argument 
ARG5 Explicit Instrument 
 

Table 5. List of Adjunct Arguments on Propbank [9] 

Tag Description Example 
ARGM-LOC Locative The museum, in Westborough, Mass 
ARGM-TMP Temporal Now, by next summer 
ARGM-MNR Manner Heavily, clearly, at a rapid rate 
ARGM-DIR Direction To market, to Bangkok 
ARGM-CAU Cause In response to the ruling 
ARGM-DIS Discourse For example, in part, Similarity 
ARGM-EXT Extent At $38.375,50 points 
ARGM-PRP Purpose To pay for the plant 
ARGM-NEG Negation Not 
ARGM-MOD Modal Can, might, should, will 
ARGM-REC Reciprocals Each other 
ARGM-PRD Secondary Predication To become a teacher 
ARGM Bare ARGM With a police escort 
ARGM-ADV Adverbials (none of the above) 
 

2.1.3.2. English Translation of The Holy Quran 

 In its original Arabic, referring to [10], there are some uniqueness of the 

Quran sentence compared to the general sentence, among others: 

1. Arabic Verbs. 

 In general, classical Arabic follows Verb-Subject-Object (VSO) order. The 

majority of Arabic verbs are trilateral, which can be derived to 15 different forms. 

Each derivation signifies some semantic variation over the original form. 
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2. The Quran Linguistic Style. 

2.1. Literal vs Technical Sense Of Word 

 The Quran borrows an Arabic word and specializes it to indicate a technical 

term. For example, the word "jannah" meaning literally "a garden", but as a technical 

term in the Quran whenever this word is used to refer "the paradise". 

2.2. Grammatical Shift 

 The Quran often draws the attention of the reader by shifting grammatical 

agreement is a statement. For example in verse [3:133], "when you are in the ships 

and they sail with them with a fair breeze". The mode changed from "you" to "they" 

and "them" moving from the second person to the third person. 

2.3. Verbs associated with different proposition 

 The Quran exhibits many examples where a certain verb is associated with a 

preposition which is unusual to the verb, but common with a different verb. For 

example the verb "khala” that means 'be alone'. This verb is usually followed by the 

preposition 'with' like 'John was alone with Mary'. However in verse [2:14], the 

Quran choose to use the preposition 'to', which sounds unusual to say, 'John was 

alone to Mary'. 

2.4. Metaphors and Figurative 

The Quran uses heavily metaphors and figurative. Verse [9:14] used the verb "shine", 

but the Arabic verb ishtala means "to flare" and shows the analogy of 'old age 

symptom by many gray hair' wit a 'fire burning a bush'. 

2.5. Metonymy 

In many verses the Quran uses metonymy. In [12:82] the Arabic verse literally means 

'ask the town' which means (and was translated so) 'ask the people who live in the 

town'. 

2.6. Imperative vs non-Imperative 

 Arabic verbs are classified into the past, present and imperative. thus, in 

Arabic, the imperative structure can be understood from the type of the verb used. 
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 The Quran English translation is a translation of the original Arabic Quran. 

Hence the composition of grammar and the sentence structure, English-Quran is still 

influenced by the original languages, namely Arabic. In this thesis, English 

Translation of The Holy Quran is used as the testing data. The data is compiled into 

an XML file with the same structure as the corpus PropBank. 

2.1.4. PractNLPTools 

 Practical Natural Language Processing Tools for Humans or practNLPTools 

is a pythonic library over SENNA and Stanford Dependency Extractor [11]. This 

research proposes a unified neural network architecture and learning algorithm that 

can be applied to various natural language processing tasks including part-of-speech 

tagging, chunking, named entity recognition, and semantic role labeling. 

 This thesis uses practNLPTools to perform argument identification on Quran 

domain data. The argument identification process generates the Qur'an data that has 

been labeled semantically and in this study is referred as auto labeled data. 

2.1.5. Data Preparation 

 One important task in text mining is in preparing the data. It is because of no 

existing structured text data, therefore it is necessary a process transform the data into 

a structured space-vector model. The necessary steps are generally known as data 

preprocessing process. Some data preprocessing steps commonly used are: 

1. Selection: Decides of the text that will be processed (sentences, paragraphs, and 

so on). 

2. Tokenization: create a token of a text sentence into discrete words. 

3. Stopwords: deletion of the words that are considered unimportant or will affect 

the data processing such as; a, the, of, and others. 

4. Stemming: elimination of prefixes and suffixes to change a word into its basic 

form. 
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 In this thesis, the selected text as the data are sentences that are derived from 

PropBank and English Quran's translation. Furthermore, the sentence will be 

converted into a parse tree with the help of a parser for information extraction. 

2.1.6. Features 

 The commonly NLP task is to label the words. As well as SRL aims at 

delivering a semantic role to a syntactic constituent of a sentence. Traditional NLP 

approach is by extract a set of manually designed features from a sentence which is 

then fed to a standard classification algorithm, such as the Support Vector Machine 

(SVM), often with a linear kernel. The choice of features is a completely empirical 

process, mainly based first on linguistic intuition, and then trial and error, and the 

feature selection is task dependent, implying additional research for each new NLP 

task [11]. Complex tasks such as SRL suppose a large number of potentially 

complicated features (e.g., taken from a parse tree).  

2.1.6.1. SRL Basic Features 

 Features commonly used by SRL system are called SRL basic features 

introduced by Gildea and Jurafsky [4]. Basic features are a set of features that are 

used for labeling the semantic argument. 

1. Predicate: Lemma predicate is used as a feature. For example in a sentence "The 

Lecturer went to classroom", the predicate of the sentence is: "went". 

2. Path: Syntactic path passing through parse tree from parse constituent towards 

predicate classified. Figure 4 illustrates the tree with NP path NP↑S↓VP↑VBD. ↑ 

presenting the upward movement in the tree and ↓ presenting downward 

movement in the tree. 
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Figure 5. Illustration of Baseline Features [4] 

 

3. Phrase Type: Syntax category of correspondence phrase is based on a semantic 

argument. Example: (NP, VP, S, etc.). Example: Phrase type of the phrase "The 

lecturer" of the sentence "The lecturer went to classroom" in figure 4 is NP. 

4. Position: Features binary identification are based on the position of the phrase 

whether before or after the predicate. This feature is highly correlated with 

grammatical function because usually, the subject will appear before the verb or 

after the object. The Position usually represented in binary like 'L' or 'R' (left or 

right) or 'before' and 'after'. 

5. Voice: The feature determines the predicate in a sentence whether active or 

passive predicate. The difference between active and passive verbs play an 

important role in the relationship between semantic roles and functions of 

grammar because the direct object of active verbs usually has a semantic 

relationship with the subject of passive verbs. 

6. Head Word: The keyword of a phrase is calculated based on the table Head Word 

compiled by Magerman (1994) and modified by Collins (1999). Head words in a 

noun phrase can be used to specify the limits of choice of the semantic role. 
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7. Sub-Categorization: This feature is a phrase structure which expands the parent 

node of a predicate in a parse tree. For example in figure 4 illustration of Sub-

Categorization features from predicate "went" is VP → VBD-PP. 

 Therefore, the basic features extracted from the sentence "The Lecturer went 

to classroom" are as follows: 

Table 6. Examples of Baseline Features Extraction 

Pr Vo Sc Pt Hw Pa Po Ar 

went active VP: VBD_PP NP lecturer NP↑S↓VP↓VBD before ARG1 

went active VP: VBD_PP PP to PP↑VP↓VBD after ARG-DIR 

Information : 

Pr : Predicate  
Vo : Voice  
Sc : Sub-Categorization  
Pt : Phrase Type  
Hw : Head Word  
Pa : Path  
Po : Position  
Ar : Argument 

2.1.6.2. Additional Features 

 Throughout the study of the SRL system, some additional features have been 

developed after SRL basic features introduced by Gildea and Jurafsky. Pradhan et al. 

[12] use these basic features and designs some additional features, i.e. the part-of-

speech tag of the headword, the predicted named entity class of the argument, 

features providing word sense disambiguation for the verb (they append 25 variants 

of 12 new feature types as a whole ). They use the Propbank data that released on Feb 

2004 adn SVM as the classier. It is close to the state-of-the-art in performance. 

 Xue et al [13] proposed some new additional features to perform an SRL task 

on by using the Propbank data released in April 2004, they tested the system with 

maximum entropy classifier and achieved very comparable result with [12]. 
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 In  Toutanova et al [14]  an  SRL  model over Propbank that effectively 

exploits the semantic argument frame as a  joint structure,  is presented. It 

incorporates strong dependencies within a comprehensive statistical joint model with 

a rich set of features over multiple argument phrases. 

 Yang et al. [15] propose some new features to improve SRL performance. The 

key idea of their work is to make a group of similar arguments activate one feature 

and another group of similar arguments activate another feature. The experiment 

conducted on Chinese and English Propbank. 

 This research uses some additional features that  are expected to improve the 

performance of the classification. The additional features used in this thesis are: 

1. Constituent Order 

 Constituent Order is related to the first/last word/POS in the constituent 

argument. However, this feature is designed for distinguishing arguments and non-

arguments. [5] use a version of this feature. This features calculate the position of 

each constituent relative to the predicate, which is support the position of its 

proximity to the predicate [9]. 

2. Argument Order 

 Argument Order is introduced by [16], this feature is an integer that indicates 

the position of constituents in order of argument to the verbs. It is calculated after the 

initial phase constituents are classified as an argument or a non-argument. Because 

this feature does not use syntax parse tree, this can help create a strong semantic role 

labeling without being influenced the error parser [9]. 

3. Syntactic Frame 

 Syntactic Frame is introduced by [13]. This is a feature to complete the path 

and Sub-cat features. This feature refers syntactic predicates and NP as "pivots" and 

other elements are defined in relation to them. It describes a sequential pattern of 

noun phrases and predicate in a sentence. As example for constituent "classrooms" in 

Figure 2-1, the syntactic frame is np_v_NP, while "the lecturer" syntactic frame is 
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NP_v_np. The current constituent is expressed in capital letters on the syntactic 

frames produced, but can also be generalized to other terms such as CUR, X, etc that 

declare the constituent's position.  

4. Noun Head of  PP  

 Noun Head of PP is introduced by [12]. When the argument verb is a 

prepositional phrase (PP), head of the word is a preposition. This can often be a 

reliable indicator of the semantic role (e.g. in, across, and toward generally indicate 

the location), some prepositions can be used in various ways, and meaning can be 

determined by the object of the preposition in this case a noun [9]. For example, in 

March indicates time, while in Indonesia indicates location. So to figure 2-1, at "The 

lecturer" Noun Head PP produced is null because the lecturer is not a PP but NP. 

While for the head to classroom noun PP produced is "to". 

5. First/Last Word/POS In Constituent 

  First/Last Word/POS In Constituent is introduced by [12]. This feature takes 

the first/last word/POS (Part-Of-Speech) in constituent no matter what the type is. 

This feature is obtained in from general way so that it is free from parser errors and 

applies to all types of its compilers. 

 Then the additional features obtained from the example sentence "The 

Lecturer went to classroom" are as follows: 

 

 

Table 7. Examples of Additional Features Extraction 

Nh Fw Lw Fp Lp Sf Co Ao 

- the lecturer DT NP NP_v_np 1 0 

to to classroom PP NP np_v_NP 1 1 

Information : 

Nh : Noun Head of PP  
Fw : First Word In Constituent 
Lw : Last Word In Constituent 
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Fp : First POS In Constituent 
Lp : Last POS In Constituent 
Sf : Syntactic Frame 
Co : Constituent Order 
Ao : Argument Order 
 
2.1.7. Feature Selection/Evaluation 

 Features or attribute selection/evaluation is a process of selecting or 

evaluating the most relevant attribute on the entire data with predictive modeling 

problems are being worked on. Attribute subset selection is mainly an optimization 

problem, which involves searching the space of possible feature subsets to select the 

one that is optimal or nearly optimal with respect to the performance measures 

accuracy, complexity etc. of the application [17]. 

 The problem of Feature Selection can be defined as the process of selecting 

the best subset of features that describe the hypothesis at least as well as the original 

set (John, Kohavi, & Pfleger, 1994). 

∋ ′ܨ  ܨ

where F is the set of original ‘n’ features and F′ is the output by a feature selector 

with m features. 

 There are three general classes of feature selection algorithms: filter methods, 

wrapper methods and embedded methods. 

1. Filter Methods: This method is applying a statistical measure to assign a score 

to each feature. The features are sorted by rank scores then selected to be 

stored or removed from the database. This method is often univariate and 

considering these features independently or in connection with the dependent 

variable. Some examples of filter methods are the Chi-squared test, 

information gain and correlation coefficient scores. 

2. Wrapper Methods: Wrapper methods consider the selection of a set of 

features as a search problem. This method constructs a number of different 

combinations of features, then evaluated and compared with other 
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combinations. A predictive model is used to evaluate the combination of 

features and set the value based on the accuracy of the model. The search 

process may be methodical as the best-first search, it possibly stochastic such 

as random hill-climbing algorithm, or may use heuristics, such as forward and 

backward to add and remove features. The wrapper method's example is the 

recursive feature elimination algorithm. 

3. Embedded Methods: Embedded method learn about the best contribute 

features to the accuracy of the model while the model is being created. The 

most common type of embedded feature selection methods is regularization 

method. Regularization methods are also called penalization methods that 

introduce additional constraints into the optimization of a predictive algorithm 

(such as a regression algorithm) that bias the model toward lower complexity 

(fewer coefficients). Examples of regularization algorithms are the LASSO, 

Elastic Net, and Ridge Regression. 

 

 This thesis will use Filter Method for evaluating the most relevant attribute on 

entire data. The most relevant features selected will be developed into new features 

that expected will accommodate the features of a new argument. The proposed 

features will construct by detecting the most important features from Quran domain. 

The process is by finding out the attributes or features that have a high value of 

correlation with the class. For this process will use Gain Ratio attribute evaluation. 

Gain Ratio Attribute Evaluator evaluate the worth of an attribute by measuring the 

gain ratio with respect to the class. The selected features will be developed into a new 

feature and will be added to the training and testing data sets. 

,ݏݏ݈ܽܿ)ܴ݊݅ܽܩ (݁ݐݑܾ݅ݎݐݐܽ =  
(ݏݏ݈ܽܿ)ܪ − (݁ݐݑܾ݅ݎݐݐܽ|ݏݏ݈ܽܿ)ܪ

(݁ݐݑܾ݅ݎݐݐܽ)ܪ
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 To select a feature set for the experiment, this thesis uses Wrapper Method, 

that select basic and additional features as in Table 6 and Table 7 then will be 

evaluated and compared with proposed features combinations. 

2.1.8. Classifier 

 This thesis uses Support Vector Machine (SVM) as a classifier. SVM 

classification concept is trying to find a hyperplane (decision boundary lines) that 

separates the two best classes. The basic idea of SVM is to seek the maximum limit 

hyperplane as illustrated in the following figure: 

 

 

Figure 6. Hyperplane Options Are Possible 

 

 

Figure 7. Hyperplane With Maximum Margin 
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 Figure 6 shows the possible selection hyperplane to classify existing data sets. 

While Figure 7 shows the hyperplane with maximum margin among options that 

allow. Although it could also be used hyperplane arbitrary, hyperplane with 

maximum margin will give a better generalization in classification method [18]. 

2.1.8.1. SVM Linear 

 In SVM Linear, each training data express in the form (x, y) with i = 1,2,3, ..., 

N, and xi = {xi1, xi2, ..., xiq}
T are attributes (features) for the training data set all i. 

While yi ∈ {-1, + 1} declared label. 

 

Figure 8. Hyperplane Margin 

 Figure 8 shows the linear hyperplane in SVM classification. Margin 

hyperplane is denoted as : 

 w.xi + b = 0  ......................................................................................  (1) 

w and b are the parameters of the model. w.xi are an inner-product between w and xi. 

 The data xi that goes into -1 class is the data that satisfies the inequality as 

follows : 

 w.xi + b < -1  .....................................................................................  (2) 

 While the data xi that enter into + 1 class is data that satisfies the following 

inequality: 

 w.xi + b > +1  ....................................................................................  (3) 

 According to the figure, if there are data that are in -1 class (eg x1) at 

hyperplane will satisfy the equation 1. For  data in -1 class denoted : 
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 w.x1 + b = 0  ......................................................................................  (4) 

While for x + 1 class (eg x2) will satisfy the equation : 

 w.x2 + b = 0  ......................................................................................  (5) 

The difference from equation (5) and (4) then obtained equation : 

 w.(x2-x1) = 0  .....................................................................................  (6) 

x2-x1 is a parallel vector in hyperplane position and directed from x1 to x2. 

 Because the inner product value is 0, the direction of w should be 

perpendicular to the hyperplane as shown in the figure. By providing the label -1 for 

the first class and +1 for the second class, then the predictive of all the testing data 

using the formula [18]: 

ݕ  = ൜
+1, jika w. z + b > 0

−1, jika w. z + b < 0 
   .............................................................  (7) 

 According to the figure, the hyperplane for -1 class (dashed line) is the data 

on support vector that satisfies the equation : 

 w.x1 + b = -1 .....................................................................................  (8) 

and for +1 class (dashed line) is the data that satisfies the equation : 

 w.x2 + b = +1  ....................................................................................  (9) 

 Therefore the margin can be calculated by the difference between (9) and (8) 

equation : 

 w.(x2-x1) = 2  .....................................................................................  (10) 

 Margin hyperplane is obtained from the distance between the two hyperlinks 

from both classes. So the notation above can be summarized as : 

݀ ݔ ‖ݓ‖  = ݀ ݑܽݐܽ 2 =
ଶ

‖௪‖
  .............................................................  (11) 

2.1.8.2. Multiclass Support Vector Machine 

 For classification process, SVM is only able to perform a binary classification 

(two classes). While for the case study of semantic argument classification uses more 

than two classes. There are three approaches to address the problem of SVM with the 

multiclass case. The approach includes the one-vs-one, one-vs-all, and the error 
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correcting code output [19]. This thesis uses one-vs-all (OVA) approach in which this 

approach decomposition is done for multiclass problem into N binary class problem. 

For each ݅ݕ ∈ܻ, formed binary settlement where ∀ vector which is owned by ݅ݕ class 

is regarded as a positive sample, and the other is considered as negative sample for 

separate one class with another. With the result that will form a number N of binary 

SVM [18]. 

 The test vectors are classified by combining the results of all binary classifier, 

usually using a voting of all predicted results binary classifier. When the class gets 

the most votes, then label the class will be given to the test vectors. For OVA 

approach, if the sample is positive then classified these samples to get the vote, while 

if it is negative then all classes except positive will receive a vote. Suppose there are 

multiclass problems, ܻ = {3ݕ ,2ݕ ,1ݕ}. In the OVA approach test vectors to be 

predicted as (+, -, -). This means that the positive test vectors predicted when 1ݕ is 

used as a positive grade, and vice versa when 2ݕ and 3ݕ are used as a positive grade 

[18] 

 

Figure 9.Multiclass SVM Prediction of A to Class B and C 
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Figure 10. Multiclass SVM Prediction of B to Class A and C 

 

Figure 11. Multiclass SVM Prediction of C to Class A and B 

  

 

Figure 12. Multiclass SVM The Results Combination of A, B, and C 
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2.1.9. Weka 

 Weka (Waikato Environment for Knowledge Analysis)3 is an open source 

workbench that supports a wide range of activities of practitioners in applying 

machine learning. Weka contains the implementation of algorithms for classification, 

clustering and association rules, together with the use of interfaces and other 

visualization utility for data exploration and evaluation algorithms. Some of the 

features of the Weka, among others: 

1. Preprocessing data 

2. Classification 

3. Cluster analysis 

4. Association analysis 

5. Data Visualization 

6. Attribute Selection 

2.1.10. Comparison With Other System 

 When a system is compared, the quality of a system cannot be learned if it is 

trained with different data. Because the author has not found a similar study using the 

Qur'an domain as test data, system comparison in this thesis is not by comparing the 

system built with the existing system. As an analytical material, this thesis compare 

the performance of the classification of semantic arguments on the Quran domain 

using baseline system and the performance using the system after added with 

proposed features. 

2.2. Related Studies 

 The annotated corpuses FrameNet and Propbank are an initial research that 

have greatly driven the development of Semantic Role Labeling. [4] is first 

introduced SRL system automatically based on statistical classifier trained on hand-

                                                           
3 http://www.cs.waikato.ac.nz/ml/weka/ 
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annotated corpora FrameNet. In their initial work, they use gold or auto parse syntax 

tree as input and then extracting various lexical and syntactic features to identify the 

semantic role for a given predicate.  

 After [4], there has been a lot of progress produced on automatic semantic 

role labeling. Progress can be linked to better modeling techniques, more relevant 

features and in small sizes, clean annotations and machine learning models. 

 Based on the basic model, [20] build integer linear programming architecture 

where a dependency relationship between the arguments is veiled in the constraint 

conditions. [14] proposes a joint model to explore the relationship of all the 

arguments of the same predicate.  

 For features and machine learning models, [4] as initial research uses basic 

features on Table 6 and using maximum entropy classifier. [21] results in two 

systems using decision tree classifier. The first system uses the same features with 

[4]. Then they show the improved performance of another system which uses some 

additional features. The state-of-the-art reported by Pradhan et al [12] where a wide 

range of novel features, including features extracted from named entities, verb 

clusters, verb sense, temporal cue word, dynamic context, etc are tested with an SVM 

classifier. And thereafter, most studies in SRL use SVM and maximum entropy 

classifier. [22] [13] [2] [1]. 

 In features engineering, terms of finding the proper syntactic and semantic 

knowledge, the SRL researchers investigated features based on two formalisms, 

namely constituency grammar and dependency grammar. The SRL systems 

constructed since 2000 has found a variety of features that constituency grammar 

provides for. The initial Basic Features introduced by [4], and a number of additional 

features were later introduced by [12] [13]. It has been a long history that SRL 

systems have tried to use the dependence among semantic arguments, such as [4] [13] 

[23] [9] [24] [15]. 
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 Research on semantic argument classification requires data that has been 

labeled semantically in large numbers, which called corpus. In the preliminary 

research, two types of corpus have been built, namely FrameNet [25] and Propbank 

[8], both are from news domain or news genre. Because building a corpus is costly 

and time-consuming, recently many studies have used FrameNet and Propbank 

corpus as training data to conduct semantic argument classification research on the 

new domain without the need to build a new corpus for those new domains [1] [2]. 

 In the Quran domain, there were some efforts to build the Quran corpus. [26] 

present preliminary work on the creation of a unique Arabic proposition repository 

for Quranic Arabic. They annotated the semantic roles for the 50 most frequent verbs 

in the Quranic Arabic Dependency Treebank (QATB) [27]. [10] present an initial 

research task for building a lexical database of the verb valences in the Arabic Quran 

using FrameNet frames. They studied the context of verbs in the Arabic Quran and 

compare them with matching frames and frame evoking verbs in the English 

FrameNet. These two studies focus on building corpus using the rules of Propbank 

and FrameNet. Both did not report any experiments to test the performance of the 

built corpus. While in the same domain that is Bible, the author has not found a 

similar research, either related to the preparation of corpus for semantic labeling as 

well as research related to the classification of a semantic argument. Research related 

to semantic research on Bible generally discusses the linguistic context and meaning 

of words. 

  In the sentence patterns, there are some similarities and differences in 

Propbank and Quran's translation. This supports the idea that the Propbank data is 

reusable for Quran domain, without having to build a corpus Quran thoroughly. By 

augmented some appropriate features to minimize the mismatch between Propbank 

and Quran domain data will improve the performance of semantic argument 

classification on Quran domain.  
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1. Research Design 

3.1.1. System/Product/Method implementation 

 The system built on this final project has some device specifications and 

needs. Here is the functionality specification used in system development. 

3.1.1.1. Hardware Specification 

 Hardware specification to support this thesis for building and processing the 

thesis data are as follows: 

1. Processor Inter(R) Core(TM) i3-4005U CPU @ 1.70GHz 

2. Minimum 8 GB RAM 

3. Minimum 600 GB HD 

4. Minimum 6 GB Heap Size JavaTM Configuration 

3.1.1.2. Software Specification 

 Software specification to support this thesis for building and processing the 

thesis data are as follows: 

1. Windows Pro 10 x64 Bit Operating System 

2. JavaTM Standard Edition V7 

3. JDK 1.8 Version 

4. NetBeans IDE 8.0.2 

5. Weka 3.6.13 © 2015 

6. PractNLPTools 1.0 

7. Notepad ++ 

8. Microsoft Excel 2010 



 

 

3.1.2. Experiment Scenario

3.1.2.1. Baseline Architecture

 The general process of the 

3.1.2.2. Experiment Design For Proposed Solution

 The general process of the proposed solution as 
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Experiment Scenario 

Baseline Architecture 

The general process of the baseline system is as follows: 

Figure 13. Baseline Architecture 

Experiment Design For Proposed Solution 

The general process of the proposed solution as follows: 

Figure 14. Experiment Scenario 

Engineering 2017 
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 Data used from the Propbank corpus and the English translation of the Quran 

were formed into a PropBank model. The system built in this thesis was able perform 

the feature extraction process of semantic argument classification of an English 

sentence. The extractor in this thesis played a role in producing quality features in the 

classification process. The steps undertook generally consist of feature extraction 

process and classification of a semantic argument. 

 Figure 12 is the general stage of the system developed in this thesis, with the 

following explanation: 

3.1.2.3. Argument Identification 

 As mentioned in the assumption on the previous chapter, the study focuses on 

argument classification process. Therefore, the system proposed in this research 

focused on preparing and performing the argument classification step. As explains in 

the limitations of this research, the process of argument identification was assumed to 

have been done or using the data that has been through the argument identification 

step. 

3.1.2.3.1. Propbank Corpus 

 The Propbank data used in this research was the data contained in Propbank 

frameset version 1.74 in XML format. This Propbank frameset consisted of 7261 

predicates and its variation in XML files which generated as many as 24.865 

arguments or constituent. Each XML file consisted of one to three sample sentences 

based on predicates that had been completed with the arguments and predicates 

contained in the sentence. 

3.1.2.3.2. Quran Translation 

 The Qur'an translation was unlabeled data. Because this thesis used the 

Supervised Learning method, the unlabeled Quran's translation data should be labeled 

first. For need analysis, two scenarios for the labeling process were applied. The first 

scenario used the existing automatic semantic role labeler, in this thesis using 

                                                           
4 http://propbank.github.io/ 
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practNLPTools 1.0. The result of this scenario was named Quran Auto Labeled Data. 

The second scenario used hand-labeled data namely manually labeling the data by the 

author refer to Propbank annotation rule [4]. The result was named Quran Manual 

Labeled or Hand Labeled Data. This two types of data were the testing data in this 

thesis. This process generated labeled Qur'an translation data stored in XML format, 

according to the frameset of Propbank data. 

 

Figure 15. Quran Translation XML File 

3.1.2.4. Preprocessing 

 Preprocessing was the stage of extracting information in the text. This process 

aimed to select the text structure that were used as input in accordance with the needs 

and structures expected by the system. The input at this stage was an XML file of 

PropBank data and Quran translation data that had been structured and labeled. The 

necessary argument information was taken from the already labeled data. This 

process generated data used on the system being tested. 
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Figure 16. Propbank XML File 

 Figure 16 is an example of extractable data, where sentences, predicates, and 

arguments are taken. A sentence is between the <text> and </text> tag, the predicate 

is between the <rel> and </rel> tag and the arguments are between the <arg> and 

</arg> tags. For predicate "adapt" in sentence "William Gates and Paul Allen in 1975 

developed an early language-housekeeper system for PCs, and Gates became an 

industry billionaire six years after IBM adapted one of these versions in 1981", are 

obtained some arguments; "IBM" as ARG0, "one of these versions" as ARG1 and "in 

1981" as ARGM-TMP. This argument information extraction generates a new 

sentence that will be used for the next process, i.e. "IBM adapted one of these 

versions in 1981". 

 

3.1.2.5. Baseline System 

 This research takes a critical view of the features used in the semantic role 

tagging literature. Previous research has shown that different features are required for 

different subtasks [13]. Developing features that capture the right information is 

essential to advance the latest analysis in the semantic field. 

 As mentioned in point 2.1.12, it is necessary for each research to establish a 

baseline system as a benchmark in performance appraisal for the proposed system. In 

this study, the baseline system is a system built using the basic features and additional 

features described above [12]. 
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Table 8. Baseline System Features 

Basic Features [4] Additional Features [5] [13] 
Predicate Noun Head of PP 
Phrase Type Syntactic Frame 
Path First Word In Constituent 
Position Last Word In Constituent 
Voice First POS In Constituent 
Headword Last Word In Constituent 
Sub-Categorization Constituent Order 
 Argument Order 

 

 State-of-the-art SRL systems consist of several stages: producing a parse tree, 

identifying which parse tree nodes represent the arguments of a given verb,  and 

finally classifying these nodes to compute the corresponding SRL tags [11]. This 

requires extracting the various basic features from the parse tree or syntactic tree and 

feeding them into statistical models. The process of producing a parse tree or a 

syntactic tree of a sentence is called parsing. The following is an example of a parse 

tree and syntactic tree for the sentence generated from the sentence above: 

 

Figure 17. Parse Tree Form a Sentence 
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Figure 18. Syntactic Tree From a Sentence 

 To perform the parsing process, this research used the Stanford Parser5. 

Features were extracted from the parse tree, syntactic tree and dependencies list that 

were formed.  The extracted feature was a reference to a phrase whether it was 

classified into the list of available arguments (ARG0, ARG1, ..., ARGM). 

 There were three categories of features used in this research, namely the 

baseline, additional features and proposed features. Basic Features are some of the 

features that were first discovered and generally used for semantic argument 

classification process, while additional features are additional features that will be 

used in the classification of a semantic argument that is considered to increase the 

performance. 

 Basic Features [4] consist of Predicate, Path, Phrase Type, Position, Voice, 

Headword, and Sub-Categorization. While the additional features are Noun Head of 

PP, First Word in Constituent, Last Word in Constituent, First POS in Constituent, 

Last POS Constituent, Syntactic Frame, Constituent Order and Argument Order. 

 

 

 

                                                           
5 https://nlp.stanford.edu/software/lex-parser.shtml 
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3.1.2.5.1.Basic Features Extraction 

 

Figure 19. Basic Features Architecture 

 Figure 17 above illustrates the input and flowing system for performing basic 

feature extraction. A predicate is a feature that is directly obtained by extracting the 

tag <rel> from the PropBank's frameset XML file. To extract Headword feature, the 

required input parameter is the argument/constituent. To build the Sub-Categorization 

feature required predicate, argument, and sentence that have been obtained its 

syntactic tree. To detect the position required three parameters namely sentence, 

argument, and predicate. To detect the Voice feature it takes a sentence as an input 

parameter. While the Path feature requires a sentence that was going to be converted 

into a syntactic tree form with its arguments. And finally building the Phrase Type 

feature requires arguments and syntax tree sentences. 

 The following are a description of the feature extraction steps in the Basic 

Features. 

1. Predicate 

 The predicate feature extraction process was done by retrieving information 

between the <rel> and </rel> tags of the XML file. 
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2. Path 

 The path feature was taken based on the parse tree shown in Figure 3-3. The 

path feature from the sentence are: 

o the argument "IBM": NP↑S↓VP↑VBD 

o the argument "one of these versions": NP↑VP↓VBD 

o the argument "in 1981": PP↑VP↓VBD 

3. Phrase Type 

 The Phrase Type feature was obtained by taking Part of Speech from the 

argument that the label will be identified. For the sentence " IBM adapted one of 

these versions in 1981" has Phrase Type as follows: NP, NP, PP. 

4. Position 

 The Position represents the location of the constituent/argument to be 

identified. Position feature was obtained by splitting into sentences based on the 

predicate. If the argument was in the first sub-sentence or before the predicate, it was 

represented as "left". If it was in the second sub-sentence or after the predicate, it was 

represented as "right". 

5. Voice 

 Voice was obtained by performing the process of dependency parsing. In the 

dependencies list, there are two types of subjects: nsubj or nsubjpass. For type njsubj 

then voice sentence is "active", while for nsubjpass then voice sentence is "passive". 

In Figure 3-7 below, it can be seen that adapted has nsubj dependencies relation with 

IBM, so the sentence has predicate as active voice. 
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Figure 20. Dependencies List 

6. Headword 

 The headword feature of the sentence was taken from the keyword of an 

argument taken from the syntactic tree that is formed. For example, the headword of 

arguments from the above sentence are: 

o Argument "IBM": they 

o Argument " one of these versions ": versions 

o Argument "in 1981": 1981. 

7. Sub-Categorization 

 Sub-Categorization feature was obtained from a phrase structure which 

expanded the parent node of a predicate in a parse tree. For example in figure 3-4, an 

illustration of Sub-Categorization features from predicate "adapted" is VP → VBD-

NP-PP. 

 

3.1.2.5.2.Additional Features Extraction 



Informatics Engineering 2017 

 

43 

 

 

Figure 21. Additional Features Architecture 

 Figure 19 illustrates the flow for additional features. For the Argument Order 

feature requires sentences and arguments as input parameters. The Constituent Order 

Features require syntactic trees and predicates. The Syntactic Frame feature requires 

three parameters: argument, syntax tree and predicate. The Noun Head of PP feature 

requires the phrase type and argument as an input parameter, this feature is embedded 

in the result of phrase type baseline feature. The First/Last Word/POS in Constituent 

features is not tied to any features and is not even related to the syntax of sentence 

structure, it only requires a list of arguments present in the sentence as input 

parameters. 

 The following are a description of the feature extraction steps in the additional 

features. 

1. Noun Head of PP (NH) 

 The Noun Head of PP feature depends on the Phrase Type of the baseline 

feature, where the PP type of Phrase Type will be searched for its Head Noun on the 

proposition. 

2. First Word in Constituent (FW) 

 This feature extracts the first word of the extracted constituent, the extracting 

phase of this feature can be done after the sentence is split into several constituents. 

3. Last Word in Constituent (LW) 

 This feature extracts the last word of the extracted constituent, the extracting 

phase of this feature can be done after the sentence is split into several constituents. 



Informatics Engineering 2017 

 

44 

 

4. First POS in Constituent (FP) 

 This feature extracts the first Part-Of-Speech (POS) of the extracted 

constituent, the extracting phase of this feature can be done after the sentence is split 

into several constituents. 

5. Last POS in Constituent (LP) 

 This feature extracts the last Part-Of-Speech (POS) of the extracted 

constituent, the extracting phase of this feature can be done after the sentence is split 

into several constituents. 

6. Syntactic Frame (SF) 

 The Syntactic Frame feature relies on the Phrase Type generated from the 

baseline feature because it points to the predicate and NP as the syntactic reference 

defining the other elements in relation to them. 

7. Constituent Order (CO) 

 Basically, the CO feature is include in the path feature of the baseline feature, 

where it calculates the relative position or distance to the predicate for each extracted 

constituent. Therefore, in the development of this feature, a slight modification of CO 

is calculated relative to the predicate position, changed to the relative calculation of 

the node with part-of-speech VP and S. This change improves the performance of 

standard CO although not significant. So the CO produced for the sentence is 1,1,1 

according to the distance of each constituent at the Phrase Type level of the syntactic 

tree. 

8. Argument Order (AO) 

 This feature is a feature not related to syntactic trees or other Baseline 

Feature. This feature only sees the sequence of arguments that have been obtained 

from the sentence. For example, the above sentence is divided into 3 constituents, so 

for each constituent get the Argument Order value in the order of constituent in the 

sentence 1,2,3 and so on (if divided into more than 3 constituent). 
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 Finally, the dataset obtained from the feature extraction is a data set that has 

attributes of Basic Features, additional features, sentence indexes, extracted 

sentences, and constituents. 

 

 

3.1.2.6. Argument Classification 

 The feature extracted dataset that had been formed were used as data for the 

classification. The classification were conducted using Weka. Before classifying, 

there were some preparation processes that should be carried out. 

1. CSV to ARFF 

 Extraction data originally in CSV format were changed to ARFF format. This 

process was done by inputting CSV data to Weka. 

2. Instance Filtering 

 The filtering process here changes from the class argument attribute of the 

previous string type to the nominal type. 

3. Attribute Remove 

 Attribute remove aimed to reduce the attributes that will affect the 

performance of the classification results. 

4. Attribute Merge 

 The merge attribute was performed by combining the content attributes of 

each attribute contained in each dataset in ARFF format by eliminating duplicate 

values. The result of the merge attribute used as a new attribute on both datasets that 

had been formed. 

 In this research, to select the classifier, an initial experiment was conducted on 

baseline system by two commonly used classifiers, Naive Bayes, and linear SVM. 

The results obtained are as follows: 
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Table 9. Comparison of Naive Bayes and SVM Linear Performance 

 

 Table 9 shows the performance of each classifier when for Propbank and 

Quran data. The best performance for these data is obtained by using SVM linear. 

Therefore, this research will use SVM as a classifier. This method is included in the 

top 10 rankings in data mining algorithms [28] and has shown good performance in 

text classification task, where data in large dimensions represented using sparse 

feature vectors [29]. SVM also works well on the set of high dimensional data [18]. 

For an experiment on this research will use libSVM [22] with linear kernel, degree 3, 

tolerance of the termination criterion, e = 0.001 and cost per unit violation of the 

margin is C = 1.0. The type of SVM that will be used is a standard algorithm (C-

SVC) for classification. 

 

3.1.2.7. Baseline System Performance 

 The following Table 10 shows the performance of classification results using 

baseline system when tested on auto labeled and hand-labeled data. Performance is 

indicated by the value of accuracy, precision, recall, and F-1. From the table, it can be 

seen that the performance of the system increased significantly when added 

additional features. 

Table 10. Baseline System Performance 
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 In detail for the four arguments which become the focus of research on this 

thesis, the performance of the baseline system are as follows: 

Table 11. ARG0, ARG1, ARG2 and ARGM-TMP Baseline System Performance 

 

 Such as the performance of all arguments, the performance of these four 

arguments also increased when additional features were added to the system. From 

the results of this initial experiment was concluded that the performance of the 

system can be improved by adding some features that corresponding with the type of 

data. 

3.1.2.8. System Improvement 

 The main problem on the argument classification task with different domains 

is when there is a new argument found in the testing data but not found in the training 

data. To recognize the new argument in training data, extending the argument 

features in the training data to accommodate the new features of the new argument 

becomes one of the solutions.  

 For example is the word "the monitor". In the news domain corpus like 

Propbank, "monitor" is tagged as a verb. However on the domain of computer 

hardware corpus, "monitor" is tagged as a noun. Therefore the argument 

"monitor/noun" is a new argument on the news domain corpus. Similarly, 

"monitor/verb" becomes a new argument on the corpus of computer hardware 

domains. 
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Table 12. Example of new argument on Quran 

 

 Based on the problems stated above, feature extraction is the crucial point in 

this research. The task of SRL is usually handled as a supervised problem. Therefore, 

a series of features is critical to the performance of the SRL system. Many works [13, 

30] has studied what features are discriminative for semantic role labeling 

assignments.  

 Therefore, this thesis proposes four new features that augmented to baseline 

system to improve the system performance. By adding these proposed features, the 

performance of ARG0, ARG1, ARG2, and ARGM-TMP were expected to increase 

further. 

 The idea of forming a new feature was done through detection of the most 

important features from Quran domain. The features evaluation process performed 

from features extracted data. The process was by finding out the attributes or features 

that have a high value of correlation with the class. This process performed by Weka, 

using Gain Ratio Attribute Evaluator and search method Ranker. The result obtained 

was the features rank based on the value of the gain ratio. 
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Figure 22. Feature Evaluation 

 Based on the results of feature evaluation process in Figure 22, the proposed 

features performed by developing the Position, Phrase Type, Path, 1st POS and Last 

POS features. For Noun Head of PP feature was not included because this feature 

does not work thoroughly, just for preposition type phrases. 

 The following are the proposed features to improve the system performance: 

1. Position Order (PO) 

 PO Position Order built from position and path features. PO represented the 

position of an argument from the predicate. This feature was the development of 

feature position in basic features. The feature position of basic feature only specify 

the position of the argument against the predicate, i.e. before or after. But in this 
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feature, the distance is also mentioned. For example, one position on the left, 

formulated into "left_1". 

 PO was expected to improve system performance by detecting new argument 

through the position in detail. For example, for the "who" argument. Table 12 shows 

that in training data, the "who" argument is tagged only as ARG1. While in the Quran 

data other than as ARG1, the "who" argument is also widely tagged as ARG0. So to 

recognize it, it was marked by the characteristics of PO. For ARG0 the phrase type 

order in the tag as "left_0". If as ARG1 is tagged as "right_0" or "right_1", depending 

on its position. Similarly for other new arguments. 

2. Phrase Type Order (PTO) 

 PTO built from phrase type and position features. PTO represented the phrase 

type and position of an argument or constituency in one package. The purpose of the 

position on this feature is like a position on the basic features, namely the position of 

the argument against the predicate. PTO format example is "NP_left". PTO was 

expected to improve system performance by detecting new argument through phrase 

type and its position in one package. For example, for the "who" argument.  

 Table 12 shows that in training data, the "who" argument is tagged only as 

ARG1. While in the Quran data other than as ARG1, the "who" argument is also 

widely tagged as ARG0. So to recognize it, it was marked by the characteristics of 

PTO. For ARG0 the phrase type order in the tag as "WHNP_left". If as ARG1 is 

tagged as "SBAR_right". Similarly for other new arguments. 

3. Second POS In Constituent (SP) 

 SP as well as the first/last POS in constituent, but took the POS of the second 

word of the constituent. The consideration of proposing this feature was to detect new 

arguments as well as in Table 12, "to those" not present in training data. But in 

training data, there is "to these". Since "to those" and "to these" have the same POS as 

"TO + DT", the system can recognize "to those" through its POS "TO + DT". 
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4. Second Word In Constituent (SW) 

 SW as well as the first/last word in constituent, but took the second word of 

the constituent. The consideration of proposing this feature was to detect new 

arguments as well as in Table 12. For example, for the "those" argument, it can be 

seen that in training data, the "those" argument is tagged only as ARG1. While in the 

Quran data other than as ARG1, the "those" argument is also widely tagged as ARG0. 

It can be recognized by the second word. For ARG0 the second word is "who" and 

for ARG1 the second word usually varies. 

 

Figure 23. Proposed Features Architecture 

3.1.2.9. Evaluation 

 After the classification process, it is necessary to evaluate the results of the 

experiment. The evaluation process was conducted to determine the performance of 

the model formed in the classification process. Evaluation was carried out by 

recording the accuracy, precision, recall, and f-score generated. Recording results 

used as a comparison with the baseline system.  

3.2. Population / Sampling 

 As the training data, this research used Propbank frameset that consisted of 

7261 predicates and its variation in XML files which generated as many as 24.865 

arguments or constituent. And as the testing data is the English translation of Quran 

with the predicate "say" which was labeled refer to Propbank annotation rule. 
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3.3. Instruments and Data Collection 

 The data used for the experiment in this research were: 

1. As the training data, this thesis used Propbank data that contained in frameset 

Propbank version 1.76 in XML format. Each XML file consisted of one to three 

sample sentences based on predicates that had been completed with the arguments 

and predicates contained in the sentence. 

2. As the testing data, this thesis used English Quran's translation Quran by Ministry 

of Religious Affairs downloaded through the website Tanzil – Quran Navigator7. 

 Both of the data above had been downloaded and stored in a separate file, so it 

can be read and analyzed further. 

3.4. Tools for Data Analysis 

 The general parameter used in previous studies to measure the performance of 

the SRL system is accuracy. Accuracy is Accuracy is the percentage of data that 

classified correctly compared to the total amount of data. 

ݕܿܽݎݑܿܿܣ =
்௥௨௘ ௉௥௘ௗ௜௖௧௜௢௡

஺௠௢௨௡௧ ௢௙ ஽௔௧௔
 (12) ........................................................... %100 ݔ 

 Besides accuracy, one of the measurement methods that is used to measure 

the performance of the classification system is confusion matrix. To evaluate a 

classification system confusion matrix dividing the binary classification into two 

classes. For more details, see the following table: 

Table 13. Confusion Matrix 

 Prediction Results Class 
Positive Negative 

Original Class Positive True Positive (TP) False Negative 
Error Type II 

Negative False Positive True Negative (TN) 
Error Type I 

 

                                                           
6 http://propbank.github.io/ 
7 www.tanzil.net 
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Example from the sentence "She drinks": 

 True Positive: the word "drinks" is correctly identified as a verb. 

 False Positive: the word "She" is misidentified as a verb. 

 True Negative: the word "She" not identified as a verb. 

 False Negative: the word 'Drink' is not identified as a verb. 

 Precision is the amount of data that is truly positive (the number of positive 

data identified correctly as positive) divided by the amount of data that are 

recognized as positive, while recall is the amount of data to true positives divided by 

the amount of data that is actually positive (true positive + true negative). Written in 

the form of the equation becomes: 

݊݋݅ݏ݅ܿ݁ݎܲ =  
்௉

்௉ାி௉
  .....................................................................................  (13) 

ܴ݈݈݁ܿܽ =  
்௉

்௉ାிே
  ...........................................................................................  (14) 

 In classification process, precision value = 1 in Class C means that all data 

labeled class C indeed come from class C (but do not say there is no data of class C 

are not labeled correctly). While the recall = 1, it means that all the data of the class 

C-labeled class C (but does not rule out also that data wrongly labeled as class C). 

Precision and Recall usually have a reverse trade-off relationship. If you want 

precision ride normally be paid by reducing the recall, and vice versa. The value of 

recall and precision can be combined in one metric that is F-measure (Rijsbergen, 

1979) [18]. F-measure is the average harmonic weights between precision and recall. 

ܨ =  ݔ 2
௉௥௘௖௜௦௜௢௡ ௫ ோ௘௖௔௟௟

௉௥௘௖௜௦௜௢௡ାோ௘௖௔௟௟
  ..............................................................................  (15) 
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CHAPTER 4 

PRESENTATION,  ANALYSIS, AND INTERPRETATION 
OF DATA 

 

4.1. Presentation of Data 

4.1.1. Training Data 

 The Propbank data used in this research were the data contained in frameset 

Propbank in XML format. Each XML file consisted of one to three sample sentences 

based on predicates completed with the arguments and predicates contained in the 

sentence. This data originally consisted of 27.629 arguments. Due to resource 

limitations in running the experiment, resample technique using Weka to filter data 

was conducted and it only took 90% data that consisted of 24,865 arguments with 

7261 predicates These data consisted of sentences, constituents or arguments, and 

argument labels. 

4.1.2. Testing Data 

 The testing data were two kinds of the Qur'an translation labeled data. The 

first was the Quran Auto Labeled Data and the second was Quran Manual Labeled or 

Hand Labeled. The Quran domain data were Qurans verses with the predicate "say". 

For auto labeled data, there were 2566 arguments and for hand-labeled data, there 

were 3374 arguments. These two types of data stored in XML format, according to 

the frameset of Propbank data. Similar to training data, this data consisted of 

sentences, constituents or arguments, and argument labels. 
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Table 14. Presentation of Training and Testing Data 

 

4.1.3. Features Extracted Data 

 Feature extracted data were data that had been through the argument 

identification and feature extraction process. These data consisted of the features of 

the argument. This features extracted data were data ready for the classification 

process. 

Table 15. Presentation of Features Extracted Data 

 

4.2. Analysis of The Data 

 Here are the results of the experiments conducted in accordance with the 

experiment design in the previous chapter. From the experiment, by adding four new 

features separately to baseline system has proven can improve the performance of the 

system.  
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Table 16. Performance of Proposed Features Separately 

 

 By some combination option of the proposed features, the following are the 

result of an enhancement in accuracy and F-1 score for each ARG0, ARG1, ARG2, 

ARGM-TMP and overall arguments. 

Table 17. The Enhancement of System Performance With Proposed Features 

 

4.2.1. Argument Performance 

 The following are the performance of the classification results for ARG0, 

ARG1, ARG2, and ARGM-TMP using the proposed features. 

4.2.1.1. ARG0 

 The following are the performance of the classification results for ARG0 

using the proposed features. 
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Table 18. The performance of ARG0 With The Proposed Features. 

 

 For ARG0 when tested on auto labeled data, Table 18 shows that the highest 

accuracy was obtained by adding SW features, increased of 0.67% from the baseline 

system. And for F-1, the highest was obtained by adding PO+SP features, increased 

of 1.30% from the baseline features. When tested on hand-labeled data, the highest 

accuracy was obtained by adding PTO+SW features, increased of 1.10% from the 

baseline features, and for an F-1 score there was no improvement from the baseline, 

but the addition of PTO and PO+PTO features was obtained the same F-1 value as 

the baseline, that was 91.90%. 

 

4.2.1.2. ARG1 

 The following are the performance of the classification results for ARG1 

using the proposed features. 
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Table 19. Performance of ARG1 With The Proposed Features 

 

  For ARG0 when tested on auto labeled data, Table 19 shows that the highest 

accuracy was obtained by adding PO+SP features, increased of 3.28% from the 

baseline features. And for F-1, the highest was obtained also by adding PO+SP 

features, increased of 2.20% from the baseline features. When tested on hand-labeled 

data the highest accuracy was obtained just by adding PO feature, increased of 0.27% 

from the baseline features. And F-1 score increased to 1.10% by adding PO+PTO+SP 

features. 

 

4.2.1.3. ARG2 

 The following are the performance of the classification results for ARG2 

using the proposed features. 



Informatics Engineering 2017 

 

59 

 

Table 20. The Performance of ARG2 With The Proposed Features 

 

 For ARG2 when tested on auto labeled data , Table 20 shows that there is no 

improvement from the baseline for the accuracy. The addition of SP, PO, PTO, 

PO+SP, PO+PTO, PTO+SP, PO+PTO+SP features was obtained the same accuracy 

value as the baseline, that is 85.19%. And the highest  F-1 score was obtained by 

adding PTO feature, increase of 1.20% from the baseline. When tested on hand-

labeled data the highest accuracy was obtained by adding PTO+SP features that 

increased significantly of 5.81% from the baseline and  F-1 score increased of 1.90% 

by adding PO+PTO features. 

 

4.2.1.4. ARGM-TMP 

 The following are the performance of the classification results for ARGM-

TMP using the proposed features. 



Informatics Engineering 2017 

 

60 

 

Table 21. The Performance of ARGM-TMP With The Proposed Features 

 

 For ARGM-TMP when tested on auto labeled data , Table 21 shows that the 

highest accuracy was obtained by adding PO+PTO features, increased significantly of 

6.38% from the baseline. And the highest F-1 score was obtained by adding PO+SP 

features, also increased significantly by 7% from the baseline. When tested on hand-

labeled data the highest accuracy was obtained just by adding PTO feature, increased 

significantly of 7.44% from the baseline, and F-1 score increased 4.50% also by 

adding PTO features. 

4.2.2. Feature Performance 

 The following are the features performance of the proposed system results for 

all arguments. 
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Table 22. The Features Performance on All Argument With The Proposed Features 
when tested on auto labeled data (%) 

 

 When tested on auto labeled data, Table 22 shows that the highest accuracy 

for all arguments was obtained by adding PO+SP features, that was 83.40%,  

increased of 1.48% from the baseline. And the highest Precision, Recall, and F-1 

were obtained also by adding PO+SP features, respectively increased of 1,40%, 

1,50% and 1,60%  from the baseline.  
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Figure 24. The Features Performance of The Proposed Features when tested on auto 
labeled data (%) 

 While when tested on hand-labeled data, the following are the features 

performance of the proposed features results for all arguments. 

Table 23. Features Performance on All Argument With The Proposed Features when 
tested on hand-labeled data (%) 
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 When tested on hand-labeled data, Table 23 shows that the highest accuracy 

for all arguments was obtained by adding PO+PTO features, that was 87.88%,  

increased of 0.47% from the baseline. And the highest precision, recall, and F-1 were 

obtained also by adding PO+PTO features, respectively increased of 0,30%, 0,50% 

and 0,40%  from the baseline.  

 

Figure 25. The Features Performance of The Proposed System when tested on hand-
labeled data (%) 

4.2.3. Correlation 

 The correlations between ARG0, ARG1, ARG2, ARGM-TMP and all 

argument performance and the proposed features are as follows: 

4.2.3.1. Tested on Auto Labeled Data 

 When tested on auto labeled data, the correlation between proposed features 

and the performance of arguments are as follows: 
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Table 24. The Correlation Between Proposed Features and Arguments Performance 
when tested on Auto Labeled Data 

 

 Table 24 shows that there is a correlation of the proposed feature for the 

improvement of performance for ARG0, ARG1, ARG2, and ARGM-TMP separately, 

and for overall arguments when tested on auto labeled data. 

1. The accuracy of ARG0 has a positive correlation with the SW feature. By adding 

the SW feature and its combination (SW, SP +SW, PO+SW, PTO+SW) to the 

system has proven to improve the accuracy of ARG0. While the F-1 score of 

ARG0 has a positive correlation with the SP, PO and PTO features. By adding 

these features and its combination (SP, PO+SP, PTO+SP, PO+PTO+SP) to the 

system have proven to improve the F-1 score of ARG0. 

2. The accuracy and F-1 score of ARG1 has a positive correlation with the SP, PO 

and PTO features. By added these features and its combination (SP, PO+SP, 

PTO+SP, PO+PTO+SP) to the system has proven to improve the accuracy and F-

1 score of ARG1.  

3. The accuracy of ARG2 has a negative correlation with the SW feature. By adding 

the SW feature and its combination (SW, SP +SW, PO+SW, PTO+SW, 

PO+PTO+SW, PTO+SP+SW) to the system have proven degraded the accuracy 

of ARG2. While the F-1 score of ARG2 has a positive correlation with the PO 

and PTO features. By adding these features and its combination (PO+PTO, PTO, 

PO) to the system has proven to improve the F-1 score of ARG2. 
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4. The accuracy of ARGM-TMP has a positive correlation with the PTO feature. By 

added this feature and its combination (PTO, PTO+SW, PTO+SP, PO+PTO, 

PO+PTO+SW, PO+PTOSW) to the system has proven to improve the accuracy 

of ARGM-TMP. While the F-1 score of ARGM-TMP has a positive correlation 

with the PTO and SP features. By adding these features and its combination 

(PTO+SP, PO+PTO+SP, PTO+SP+SW) to the system has proven to improve the 

F-1 score of ARGM-TMP. 

5. The accuracy and the F-1 score of all arguments have a positive correlation with 

the SP feature. By added this feature and its combination with PO and PTO (SP, 

PO+SP, PTO+SP, PO+PTO+SP) to the system has proven to improve the 

accuracy of all arguments. 

 

4.2.3.2. Tested On Hand Labeled Data 

 When tested on hand-labeled data, the correlation between proposed features 

and the performance of arguments are as follows: 

Table 25. The Correlation Between Proposed Features and Arguments Performance 
When Tested on Hand Labeled Data 

 

 Table 25 shows that there is a correlation of the proposed feature for the 

improvement of performance for ARG0, ARG1, ARG2, and ARGM-TMP separately, 

and for overall arguments when tested on hand-labeled data. 
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1. The accuracy of ARG0 has a positive correlation with the SW feature. By adding 

the SW feature and its combination (SW, SP +SW, PO+SW, PTO+SW) to the 

system has proven to improve the accuracy of ARG0. While the F-1 score of 

ARG0 has a positive correlation with the SP, PO and PTO features. By adding 

these features and its combination (SP, PO+SP, PTO+SP, PO+PTO+SP) to the 

system have proven to improve the F-1 score of ARG0. 

2. The accuracy and F-1 score of ARG1 has a positive correlation with the PO, PTO 

and SP features. By added these features and its combination (SP, PO+SP, 

PTO+SP, PO+PTO+SP) to the system has proven to improve the accuracy and F-

1 score of ARG1.  

3. The accuracy of ARG2 has a positive correlation with a combination of PTO and 

SP features. By added these combination features  (PTO+SP, PO+PTO+SP) to the 

system has proven degraded the accuracy of ARG2. While the F-1 score of ARG2 

has a positive correlation with the PO and SW features. By adding these features 

and its combination (PO, PO+SW) to the system has proven to improve the F-1 

score of ARG2. 

4. The accuracy of ARGM-TMP has a positive correlation with the PTO feature. By 

added this feature and its combination (PTO, PTO+SW, PO+PTO) to the system 

has proven to improve the accuracy of ARGM-TMP. While the F-1 score of 

ARGM-TMP has a positive correlation also with the PTO feature. By adding 

these features and its combination (PTO, PO+PTO+SP, PTO+SW) to the system 

have proven to improve the F-1 score of ARGM-TMP. 

5. The accuracy and the F-1 score of all arguments have a positive correlation with 

PTO and the combination of PO and PTO features. By added PTO and PO+PTO 

combination to the system has proven to improve the accuracy of all arguments. 

 

 



Informatics Engineering 2017 

 

67 

 

4.2.4. Differences of Measures 

 Generally, the proposed system can improve the system performance. By 

adding the combination of proposed features has proven increased the performance of 

ARG0, ARG1, ARG2, ARGM-TMP and all arguments. But however, counter-use of 

all features proposed simultaneously decreases performance (lower than baseline). 

The performance decline in the use of all these features is likely due to the use of a 

combination of SW and SP features. From a series of experiments showed that the 

combination of SP and SW on one package did not produce a good performance, 

even in accuracy and F-1 score. The possible cause is due to the considerable 

variation of the second word have a large number of possible values with the same 

POS. 

Table 26. The Performance Of Proposed Features Combination 

 

4.2.5. Interpretation of Data 

 Between the Propbank and AlQuran data, there were some differences that 

produced some new arguments. To address this problem, some features were 

augmented to baseline system, so the training data was able to recognize these new 

arguments. In accordance to the hypothesis, the addition of four new features and its 



Informatics Engineering 2017 

 

68 

 

combination were able to improve the performance of the system with some 

combination options. 

 The SW feature only contributed positively to ARG0 when tested in both 

types of data, this is due to the Quranic data there were quite a few verses that have 

similar word patterns in ARG0. The SW feature contributed negatively to ARG2, this 

was due to the considerable variation of the second word have a large number of 

possible values but have the same POS and are not present in Propbank, e.g. "to 

Allah", "to Moses", "to Satan", etc. 

 The SP feature was capable of contributing positively to ARG0 and ARG1, 

both in terms of accuracy and F-1. The PO feature also contributed positively to 

ARG0 and ARG1, both in terms of accuracy and F-1. The PTO feature contributed 

positively to ARG2 and ARGM-TMP, both in terms of accuracy and F-1.  

 The PO+SP combination greatly affected the performance gains of accuracy 

and F-1 in ARG1 when tested on auto labeled data. The combination PTO+SP had 

greatly affected the performance gains of accuracy in ARG2 when tested on hand-

labeled data and the F-1 in ARGM-TMP when tested on auto labeled data. And the 

combination of PO+PTO had greatly affected the performance gains of accuracy in 

ARGM-TMP when tested on auto labeled data. 

4.3. Summary of Findings  

 Based on the objectives of this research, to consider the best feature 

combination, this section analyze against the performance of accuracy and F-1 scores 

for overall arguments, taking into account the average accuracy and F-1 scores of 

ARG0, ARG1, ARG2, and ARGM-TMP. 
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Table 27. The Performance of Proposed Features When Tested on Auto Labeled Data 

 

 When tested on auto labeled data, the highest accuracy and F-1 for all 

arguments was obtained by adding a combination of PO+SP features. While the 

highest average accuracy for the above four arguments was obtained by adding a 

combination of PO+PTO features, and for the highest average F-1 values was 

obtained by adding the PTO+SP features. In this section, the three combinations of 

features above were analyzed. 

 Table 27 shows that the highest accuracy and F-1 for overall arguments was 

obtained by adding a combination of PO+SP features, that was 83.40% and 83.70%. 

But in more detail on the performance of ARG0, ARG1, ARG2, and ARGM-TMP, 

the average accuracy for these four arguments was only 84.24%. For this features 

combination, the ARGM-TMP accuracy was not good only 75.53%, lower than the 

baseline features. 

 The augmentation of this feature combination to the system improve the 

accuracy and the F-1 for overall arguments but has not resulted in stable average 

performance for all arguments. One possible cause is as described in Table 17 that the 

increase in ARGM-TMP correlates with the addition of the PTO feature. 
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 The second highest overall accuracy performance of the argument was 

obtained by adding the PTO+SP features of 83.16% with F-1 of 83.40%. In more 

detail on the four arguments above, this features combination achieved the second 

highest for the average value of accuracy that was equal to 85.52%. For the average 

of the F-1 score on these four arguments achieved the highest score, that was 76.50%. 

Therefore, the addition of PTO+SP features to the baseline system is considered very 

good to improve the overall performance both all arguments and against the four 

arguments above. 

 While the highest average accuracy for the above four arguments was 

obtained by adding a combination of PO+PTO features, but the accuracy for overall 

arguments not really good. Therefore, the addition of these features to the baseline 

system is not really good for overall arguments.  

Table 28. The Performance of Proposed System When Tested on Hand Labeled Data 

 

 When tested on hand-labeled data, the highest accuracy and F-1 for all 

arguments was obtained by adding a combination of PO+PTO features. While the 

highest average accuracy for the above four arguments was obtained by adding PTO 

features, and for the highest average F-1 values was obtained the same value between 
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 To evaluate the worth of the proposed features in the dataset, re-evaluate all 

features using the Gain Ratio Attribute Evaluator was conducted. Figure 26 shows the 

results of the evaluation. The PO and PTO features were in a row of top features. The 

SP feature was still classified as an influential feature, while the SW feature was not 

very influential. 
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CHAPTER 5 

CONCLUSIONS AND RECOMMENDATIONS 

 

5.1. Conclusions 

 Based on the experimental results, the following conclusions are obtained:  

1. The semantic argument classification on Quran data can be constructed using the 

training data from the Propbank corpus. The decrease in performance when the 

training data of the Propbank tested on the Quranic data was caused by the 

existing of a new argument, the argument contained in the Quran but not in the 

Propbank. To address this problem, some features were added to the training data 

to recognize the new argument. The experiment was proven that all proposed 

features was able to improve the performance when they were added to the 

baseline system separately or with some combination option. 

2. The SW feature only contributed positively to ARG0 in both types of data, this 

was caused there were a few verses that have similar word pattern in ARG0 in 

Quranic data such as "those who", "among the people", "who disbelieved", "those 

one". The SW feature contributed negatively to ARG2, this was due to the 

considerable variation of the word with the same POS but are not present in 

Propbank, e.g. "to Allah", "to Moses", "to Satan", etc  

3. The SP feature was capable of contributing positively to ARG0 and ARG1, both 

in terms of accuracy and F-1. The PO feature also contributed positively to ARG0 

and ARG1, both in terms of accuracy and F-1. The PTO feature contributed 

positively to ARG2 and ARGM-TMP, both in terms of accuracy and F-1.  

4. The PO+SP combination greatly affected the performance gains of accuracy and 

F-1 in ARG1 when tested on auto labeled data. The combination PTO+SP had 

greatly affect the performance gains of accuracy in ARG2 when tested on hand-

labeled data and the F-1 in ARGM-TMP when tested on auto labeled data. And 
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the combination of PO+PTO had greatly affect the performance gains of accuracy 

in ARGM-TMP when tested on auto labeled data. 

5. In accordance with the problem statement, by using SVM Linear, the experiment 

was proven that the performance of semantic argument classification on Quran 

data using Propbank Corpus as training data could be improved by augmenting 

the proposed features to the baseline system with some combination option. When 

tested on auto labeled data, the best performance was obtained by augmenting 

PTO+SP features, improved the accuracy by 1.25% and improved the F-1 score 

by 1.30% of the baseline system. In more detail on ARG0, ARG1, ARG2, and 

ARGM-TMP, these features improved the accuracy by 1.60% and improved the 

F-1 score by 1.68% of the baseline system. When tested on hand-labeled data, the 

best performance was obtained by augmenting PO+PTO features, improved the 

accuracy by 0.47% and improved the F-1 score by 0.40% of the baseline system. 

In more detail on ARG0, ARG1, ARG2, and ARGM-TMP, these features 

improved the accuracy by 2.00% and improved the F-1 score by 1.43% of the 

baseline system.  

5.2. Recommendations 

 Based on the findings and the conclusion of the study, there are some 

recommendations: 

1. The manual processes on argument identification need to be replaced, this is to 

integrate them in one system. Suitability can be improved by increasing the 

accuracy of argument identification process. 

2. The verses of AlQuran need to be experimented using other predicates. 

3. The verses of AlQuran need to be experimented using other features 

combinations. 

4. The verses of AlQuran need to be experimented using domain adaptation method. 
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