
References 
 

1 A. Handler, “An empirical study of semantic similarity in WordNet and Word2Vec,” in 

University of New Orleans Theses and Dissertations.,(2014). 

 

2 L. Jin and W. Schuler, “A Comparison of Word Similarity Performance Using Explanatory and 

Non-explanatory Texts,” in Proceedings of the 2015 Conference of the North American Chapter 

of the Association for Computational Linguistics: Human Language Technologies , 2015, pp. 

990–994. 

 

3 T. Mikolov, Q. V. Le, and I. Sutskever, “Exploiting Similarities among Languages for 

Machine Translation,”arXiv preprint arXiv:1309.4168, 2013. 

 

4 E. Agirre, M. Diab, D. Cer, and A. Gonzalez-Agirre, “Semeval-2012 Task 6: A Pilot on 

Semantic Textual Similarity,” in Proceedings of the First Joint Conference on Lexical and 

Computational Semantics-Volume 1: Proceedings of the main conference and the shared task, 

and Volume 2: Proceedings of the Sixth International Workshop on Semantic Evaluation. 

Association for Computational Linguistics, 2012, pp. 385–393. 

 

5 R. Mihalcea, C. Corley, C. Strapparava et al., “Corpus-based and Knowledge-based Measures 

of Text Semantic Similarity,” in AAAI, vol. 6, 2006, pp. 775–780. 

 

6 T. Kliegr and O. Zamazal, “Antonyms are Similar: Towards Paradigmatic Association 

Approach to Rating Similarity in Simlex-999 and WordSim-353,” Data & Knowledge 

Engineering , vol. 115, pp. 174–193, 2018. 

 

7 F. Hill, R. Reichart, and A. Korhonen, “Simlex-999: Evaluating Semantic Models with 

(Genuine) Similarity Estimation,” Computational Linguistics , vol. 41, no. 4, pp. 665–695, 2015. 

 

8 S. Lai, K. Liu, S. He, and J. Zhao, “How to Generate a Good Word Embedding,” IEEE 

Intelligent Systems , vol. 31, no. 6, pp. 5–14, 2016. 

 

9 X. Rong, “Word2Vec Parameter Learning Explained,” arXiv preprint arXiv:1411.2738, 2014. 

 


