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Foreword

This proceeding book about the Advanced Control Engineering Methods in
Electrical Engineering Systems conference contains accepted papers presenting the
most interesting state of the art on this field of research.

Presented topics are focused on classical as well as modern methods for mod-
eling, control, identification, and simulation of complex systems with applications
in science and engineering. Topics are (but not limited to): control and systems
engineering, renewable energy, faults diagnosis-faults tolerant control, large-scale
systems, fractional-order systems, unconventional algorithms in control engineer-
ing, signal and communications… and much more.

The control of complex systems dynamics, analysis, and modeling of its
behavior and structure is a vitally important problem in engineering, economy, and
generally in science today. Examples of such systems can be seen in the world
around us and are a part of our everyday life. Application of modern methods for
control, electronics, signal processing, and more can be found in our mobile
phones, car engines, home devices as for example washing machine is as well as in
such advanced devices as space probes and communication with them.

The main aim of the conference is to create periodical possibility for students,
academics, and researchers to exchange their ideas and novel methods. This con-
ference will establish a forum for the presentation and discussion of recent trends in
the area of applications of various modern as well as classical methods for
researchers, students, and academics.

The accepted selection of papers was extremely rigorously reviewed in order to
maintain the high quality of the conference that is supported by organizing uni-
versities and related research grants. Regular as well as student’s papers have been
submitted to the conference, and in accordance with review process, has been
accepted after a positive review.

We would like to thank the members of the Program Committees and reviewers
for their hard work. We believe that this conference represents a high-standard
conference in the domain of control, modeling, and analysis of dynamical and
electronic systems.
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We would like to thank all the contributing authors, as well as the members
of the Program Committees and the Local Organizing Committee for their hard and
highly valuable work. Their work has definitely contributed to the success of the
conference.

Mohammed Chadli
Sofiane Bououden

Salim Ziani
Ivan Zelinka
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Backstepping Control of Abnormal Behaviours
in DC-DC Boost Converter

Zineb Madni1(✉), Kamel Guesmi1,2, and Atallah Benalia1

1 LACoSERE, University of Amar Telidji, Laghouat, Algeria
madnizineb@gmail.com, guesmi01@univ-reims.fr,

a.benalia@lagh-univ.dz
2 CReSTIC, Reims University, Reims, France

Abstract. The aim of this work is to control the nonlinear phenomena exhibited
by the Boost converter. To this end a backstepping controller is synthesised.
Simulation results are used to validate the controller and to show its effectiveness
in suppressing all nonlinear phenomena and keeping simple the converter behav‐
iour despite the variation of its parameters.

Keywords: Backstepping control · Boost converter · Bifurcation · Chaos
Nonlinear phenomena

1 Introduction

The energy conversion is an important step in several industrial applications and the
power converters are the main element for energy processing. Indeed, they are used in
power distribution systems, flexible alternating current transmission systems, renewable
energy systems (photovoltaic, fuel cells and wind), computers, telecommunication
equipments, transportation, machines and drivers [1, 2].

The power converters are nonlinear systems that exhibit a variety of complex behav‐
iors like bifurcation, quasi-periodicity and chaos. These phenomena can change the
system behaviour; they can affect dramatically the system stability and even damage it.
In the literature many works focused on the study of such phenomena in different systems
[1, 3–8].

The physical systems change their nominal behaviour and bifurcate to another one
when one or more of its parameters are subject to variation [2, 5, 7, 9–13].

To deal with nonlinear phenomena, many approaches are proposed in the literature,
like fuzzy controllers [14, 15], sliding mode techniques [16, 17], ramp compensation
approach [18], feedback based controllers [19, 20], and resonant parametric perturbation
[21] and PD controller [22].

In the literature, there are many goals for nonlinear phenomena control. Indeed, for
automatic control engineers some phenomena can be delayed like period doubling,
suppressed like chaotic behaviour [23, 24] or changed to another type more safe. In
another direction, the researchers are focused on the generation of these nonlinear
phenomena for many purposes like “chaotification” [25, 26] for information encryption.

© Springer Nature Switzerland AG 2019
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The control of bifurcation had many applications in the world [27], it is also a route
to chaos control due to the fact that the chaos is obtained via a series of bifurcation or
of period doubling and quasi-periodic behaviours until attaining chaos [28].

The controller design can be done based on indirect or direct Lyapunov methods for
stabilisation. The first class of approaches is difficult to use and needs arduous calcula‐
tions; whereas, the second family, of approaches, had the problem of Lyapunov function
choice as drawbacks.

To overcome these problems, the backstepping approach of control can be consid‐
ered as an issue. It is a recursive method of the second class with a systematic choice of
Lyapunov function [30]. This technique of control was reported intensively in the liter‐
ature [30–32] due to its performances and advantages. One of the most advantages of
this control technique is its robustness against the system parameters variation [33] and
its remarkable capability to deal with complex nonlinear phenomena. Indeed, in [31,
34] the authors propose an adaptive backstepping scheme to control chaotic behaviours
in mechanical and electromechanical systems. However, to attain the desired perform‐
ance the authors used adaptive schemes that fail in the case of systems with fast dynamics
like in power converters. To solve this problem, we propose, in this paper, a simple
backstepping control approach to control bifurcation in a DC-DC Boost converter while
avoiding the aforementioned problems.

The rest of this paper is organized as follows: the model of Boost converter is
presented in Sect. 2 and the Sect. 3 is devoted to the systematic design method of back‐
stepping to stabilise the converter. The obtained results in term of bifurcations and chaos
control are presented in Sect. 4.

2 Modelling of Boost Converter

The scheme of Boost converter is given by Fig. 1.

Fig. 1. Boost converter.

The converter functioning principle is related to the state of switch sw. Indeed, the
energy is accumulated in the inductance, from the supply, in a part of the switching
period T and transferred, then, to the load during the remaining of the switching period.

When the switch is ON, the system can be described by:

4 Z. Madni et al.



L
d

dt
iL(t) = Vg − (rL + rsw)iL(t) (1)

C
d

dt
vc(t) =

vc(t)

R + rc

x2 (2)

and when the switch is OFF, the system is given by:

L
d

dt
iL(t) = Vg −

(
rL + rVD +

Rrc

R + rc

)
iL(t) −

R

R + rc

vc(t) (3)

C
d

dt
vc(t) =

1
R + rc

(RiL(t) − vc(t)) (4)

Averaged model of this system can be expressed:

ẋ =

⎧⎪⎨⎪⎩
ẋ1 =

Vg

L
− (1 − d)

x2

L

ẋ2 = (1 − d)
x1

C
−

x2

RC

(5)

x1 = iL

x2 = vc

In our case this model will be used to synthesise the control law.
For simulation and validation purposes we use the discrete model. Using the mapping

technique, the last model is given by:

x((n + 1)T) = Φ2(t2)Φ1(t1)x(nT)

+ Φ2(t2)

(n+d)T

∫
nT

Φ1((n + d)T − 𝜏)B1Vgd𝜏 +

(n+1)T

∫
(n+d)T

Φ2((n + 1)T − 𝜏)B2Vgd𝜏
(6)

where

t1 = dnT

t2 = (1 − dn)T

dn is the duty ratio
T  is the switching period
Φi, i = 1, 2, is the transition matrix calculated in [14].

x =
[
iL, vc

]T is the system state (inductance current and voltage across capacitor
respectively).

Backstepping Control of Abnormal Behaviours in DC-DC 5



3 Stabilisation and Control of Boost Converter Using Backstepping
Controller

For controller synthesis we have the following steps:

Step1:
We assume

z1 = x1 − Iref (7)

with Iref  the reference current.
For a candidate Lyapunov function:

V0 =
1
2

z2
1 (8)

we have

V̇0 = z1ż1 (9)

ż1 =
Vg

L
− (1 − d)

x2

L
− İref

(10)

If one use

ż1 = −c1z1 (11)

with

c1 > 0

we obtain

x2

L
= (c1z1 +

Vg

L
− İref )∕(1 − d) (12)

and

V̇0 = −c1z2
1 (13)

We denote by:

𝛼 =

(
c1z1 +

Vg

L
− İref

)
∕(1 − d) (14)

The value of 
x2

L
 that ensures the asymptotic stability of z1.
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Step2:
If we assume

z2 =
x2

L
− 𝛼 (15)

then

x2

L
= z2 + 𝛼 (16)

using (10), (14) and (16) we obtain:

ż1 = −c1z1 − (1 − d)z2 (17)

ż2 = (1 − d)
x1

LC
−

x2

RLC
−

(c1ż1 − Ïref )

(1 − d)
−

ḋ𝛼

(1 − d)
(18)

For the Lyapunov function:

V =
1
2

z2
1 +

1
2

z2
2 (19)

we have

V̇ = z1ż1 + z2ż2 (20)

V̇ = z1(−c1z1 − (1 − d)z2) + z2ż2 (21)

V̇ = −c1z2
1 + z2(ż2 − z1(1 − d)) (22)

For stability requirement, we assume

ż2 − z1(1 − d) = −c2z2 (23)

where c2 > 0
and we obtain then,

V̇ = −c1z2
1 − c2z2

2 (24)

and, hence, the system asymptotic stability is ensured.
Using (18) and (23) the law control is given by the following expression:

ḋ =
1
𝛼

((
c2

1 − (1 − d)2)z1 + (1 − d)
(
c1 + c2

)
z2 + (1 − d)2 x1

LC
− (1 − d)

x2

RLC

)
(25)

Generally, this control law is used to regulate the output voltage. In our case, we
investigate the effect of this law on the nonlinear behaviours of the converter.
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4 Simulation and Results

For simulation purposes we use the enhanced discrete model given in [14] to describe
the converter fast and slow behaviours and to describe the nonlinear phenomena
exhibited by this last.

The simulation parameters are given by the following Table 1:

Table 1. Boost converter parameters

Bifurcation parameters Converter parameters
Vg(V) R(Ω) L(mH) C(μF) Iref(A)

Vg(V) [7,40] 30 20 68 2
R(Ω) 15 [7,50] 20 68 2
L(mH) 15 30 [5, 30] 68 2
Iref(A) 15 30 20 68 [1, 7]
T = 1/20 000 s

To explore the original nonlinear behaviour of the Boost converter, we use the
simplified control law [35]:

dn =
L

T

(
Iref − iL(n)

Vg

)

The backstepping control law is used to control the converter nonlinear dynamics
and the obtained results will be compared to the original behaviour of the converter.

The bifurcation diagram and the Lyapunov exponent are used, under MATLAB
environment, as analysis tools and to explore the different behaviours of the converter.
Using the bifurcation diagram, the converter operates in nominal mode (period one)
when its state takes a one value for each value of the bifurcation parameter; and operates
in period two when we have two values and so on until it attains the chaotic region
characterized by a random set of values for each value of the bifurcation parameter.

The Lyapunov exponent is used to distinguish the chaotic behaviour from the quasi-
periodic movements. Indeed, chaotic behaviour is characterized by high sensitivity to
initial conditions and hence it leads to a positive Lyapunov exponent.

The bifurcation parameters in this work are the reference current Iref , the input voltage
Vg, the load R and the inductance L.

According to Fig. 2a, the variation of the input voltage produces a chaotic behaviour
for values less than 14, 5 V, outside this region the system had a period 2T  in the interval
[14.5, 15]V and a stable period one when the input voltage is higher than 15 V. These
statements are confirmed by the corresponding Lyapunov exponent given by Fig. 2b. It
had positive values in the region of chaotic behaviour, zero for critical or bifurcation
values and negative values in stable regions.
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Fig. 2. System response under Vg variation, bifurcation diagram: (a) original behaviour (c)
behaviour with backstepping, Lyapunov exponent: (b) original behaviour (d) behaviour with
backstepping.

In order to eliminate these behaviours and keep the system operating in period one
region, the backstepping controller is used and the obtained results are depicted Figs. 2c
and d. It is clear, from these last figures, that the system had a period one behaviour; the
bifurcation and the chaos are eliminated from the whole range of input voltage.

In the case of reference current variation, the bifurcation diagram of Fig. 3a depicts
a stable period one for values of Iref  less than 2A, a stable period two and chaos when
the reference current Iref  is increased further. The corresponding Lyapunov exponent is
given in the Fig. 3b. Using the backstepping control law, the bifurcation diagrams of
Fig. 3c and the lyapunov exponent Fig. 3d shows the total suppression of all undesirable
complex behaviours and the extension of the simple period one behaviour on the whole
range of reference current.

For the case of load variation, the system operates in period one behaviour until
R = 29Ω, then the system period is doubled in the interval [29, 30.5] Ω and the behav‐
iour becomes chaotic over this interval as shown in Fig. 4a and confirmed by the
Lyapunov exponent of Fig. 4b. From the results of Figs. 4c and d, we remark the
enhancement introduced by the backstepping controller. Indeed, we remark the
abnormal behaviours suppressing and the period one region widening on the whole range
of load variation.
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Fig. 4. System response under R variation, bifurcation diagram: (a) original behaviour (c)
behaviour with backstepping, Lyapunov exponent: (b) original behaviour (d) behaviour with
backstepping.

For the inductance variation, the system has, in its original behaviour, a period
doubling bifurcation at the critical value 0.008H as shown in the bifurcation diagram of

Fig. 3. System response under Iref variation, bifurcation diagram: (a) original behaviour (c)
behaviour with backstepping, Lyapunov exponent: (b) original behaviour (d) behaviour with
backstepping.
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Fig. 5a. Chaotic behaviour, as shown by the Lyapunov exponent of Fig. 5b, is in the
interval [0.036, 0.05]H. In this case also the backstepping controller successes in
suppressing abnormal behaviours (bifurcation, chaos) and keeping the system operating
in period one behaviour on the whole interval when this is clear in Figs. 5c and d.

Fig. 5. System response under L variation, bifurcation diagram: (a) original behaviour (c)
behaviour with backstepping, Lyapunov exponent: (b) original behaviour (d) behaviour with
backstepping.

5 Conclusion

The Boost converter, as dynamical system, exhibits a different complex and undesirable
behaviours when its parameters are subject to variation. The use of an appropriate back‐
stepping control law allows us to bypass this drawback and to keep a simple period one
behaviour despite the system parameters variation. The simulation results demonstrated
the effectiveness of the backstepping controller to eliminate all abnormal behaviours
and to ensure a simple behaviour on the whole range of parameters variation.
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Abstract. Phase plane analysis is one of the most important techniques for
studying the behavior of dynamic systems, especially in the nonlinear case.
Recent research shows that transient stability problem of a power system fol-
lowing a large disturbance such as a fault can be solved with greater efficiency
based on phase plane analysis.
In this paper, we will consider the phase plane-analytical method and phase

plane-delta method to analyze the transient stability of IEEE 5 bus system with
two generators and a three phase fault created at a bus. The classical model
representation of power system is used here. To simplify the analysis, all nodes
other than the generator internal nodes are eliminated using Kron reduction
formula.

Keywords: Transient stability � Kron’s reduction � Phase plane
Analytical method � Delta méthod � Critical clearing time

1 Introduction

Power system stability has been recognized as an important problem for secure system
operation since the 1920s [1]. Transient stability is concerned with the ability of the
power system to maintain synchronism when subjected to severe disturbances. These
disturbances can be faults such as a short circuit on a transmission line, loss of a
generator, loss of a load, gain of load or loss of a portion of transmission network [2].

The study of the stability of power systems under transient conditions is a tedious
task because the differential equations describing even the simplest system are non-
linear. Studies of large systems include numerous involved calculations.

This stability can be assessed using several approaches. In this paper phase plane
method is used.

Phase plane analysis is one of the most important techniques for studying the
behavior of nonlinear systems, since there is usually no analytical solution for a non-
linear system [3, 4]. It is a graphical method for studying the first-order and second-order
linear or nonlinear systems, which is firstly introduced by Poincare. H in 1885 [3].

The coordinate plane whose axes correspond to dependent variable x tð Þ and its first
derivative x0 tð Þ is called phase plane. In phase plane plot x tð Þ and x0 tð Þ are plotted in a
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two axes plane. The trace of the phase plane plot as time increases is called trajectory
[5].

There are many methods for constructing this trajectory, such as the so called
method of Isocllines, Lienard’s method, Pell’s method, the delta method and analytical
method. There are two techniques for generating phase plane portraits analytically [6].

In this paper, the delta method and analytical method for power system transient
stability analysis have been reviewed and compared. The proposed methods have been
applied to IEEE 5 Bus system with two generators and a three phase fault created at a
bus. The system has been simulated with a classical model for the generators and Kron
reduction is used to remove all non-generator buses. The results obtained clearly
illustrate the effectiveness of the proposed methods.

2 Mathematical Modeling of Power System Transient
Stability Analysis

The most elementary representation of the synchronous machine, known as classical
model, is considered valid for the transient period in the order of one second or less [7].

This model represents the machine as a constant voltage source behind the transient
reactance in the direct axis x0d [8, 9]. It only includes the swing Eq. (2) of the generator
and the active power that is supplied by the generator. For an n-bus system including
ng-generators, by the application of the Kron reduction, the system can be reduced to
ng internal nodes of each classical machine [10]. All other nodes are eliminated as the
result of the Kron reduction. If node k has zero current injection, then we can obtain the
reduced admittance matrix ~Yij red

� �
by eliminating node k by using the formula:

~Yij red
� � ¼ ~Yij

� �� ~Yik
� �

~Ykk
� ��1 ~Ykj

� �
i; j ¼ 1; 2; . . .; ni; j 6¼ k

ð1Þ

The reduced system can be represented as follows:

2Hi

xs

d2di
dt2

¼ pmi � pei dið Þ i ¼ 1; 2; 3. . .; ng ð2Þ

Pei tð Þ ¼
Xng

j¼1
Ei
!��� ��� Ej

!��� ��� ~Yij red�� ��cos di tð Þ � dj tð Þ � hij
� � ð3Þ

Pmi ¼
Xng

j¼1
Ei
!��� ��� Ej

!��� ��� ~Yij red�� ��cos di0 � dj0 � hij
� � ¼ Pei0 ð4Þ

pmi: Mechanical power input generator, in pu.
pei: Electrical power input generator, in pu.
Hi: Inertia constant, in MW.s/MVA.
d: Rotor angle, in elec. Rad.
t: Time, in s.
~E: Generator internal voltage.
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hij: Phase angle of the reduced admittance matrix elements.
~Yij red
�� ��: Modulus of the elements of the reduced bus admittance matrix.

The elements ~Yij red have different values depending upon the fault occurrence and
the effect of the resulting circuit breaker operation. In most cases, there are three
minimum states of the network: pre-fault state, in-fault and post-fault [11]. In this
paper, those three states are denoted by subscripts 1, 2, and 3, respectively.

If ng ¼ 2, the swing equation equivalent to that of a single machine in terms of
the relative power angle between the two interconnected synchronous machines d ¼
d1 � d2; can be written as [9, 12]:

2H
xs

d2d
dt2

¼ pM � pE dð Þ ð5Þ

Where

H ¼ H1H2

pM ¼ H2pm1 � H1pm2
pE dð Þ ¼ H2pe1 d1ð Þ � H1pe2 d2ð Þ

8<
: ð6Þ

Equation (5) is a second order differential equation, which can be written as two
first order differential equations as follows:

2H
xs

dDx
dt ¼ pM � pE dð Þ

dd
dt ¼ x� xs ¼ Dx

(
ð7Þ

Where x ¼ x1 � x2.
Here the initial conditions are obtained by a result of a standard load flow [13, 14].

After all the needed values are obtained, we are now ready to solve the transient
stability problem. In this paper, this problem is solved by application of the phase-plane
methods.

3 Phase Plane Methods

The Phase Plan method is a graphical method for linear and non linear second-order
differential equation [15]. It consists of the geometrical picture formed by the solution
curves of the system [16].

The coordinates of the plane are x tð Þ and its first derivative x0 tð Þ which are called
the phase variables of the system [17] and the parametric curves traced by the solutions
are called trajectories [18].
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From a set of different initial conditions, we can plot the trajectories in the phase
plane to obtain the phase portrait [17].

There are many techniques for obtaining the phase portrait, the trajectories can be
obtained analytically, graphically or experimentally [15].

In this paper, we will focus on the analytical method and the Delta method.

3.1 Analytical Methods

The free motion of any second-order non-linear system can be described by an equation
of the form

f ¼ d2x tð Þ
dt2

;
dx tð Þ
dt

; x tð Þ; t
� �

ð8Þ

This equation can be reduced to a set of two first order differential equations

dx1 tð Þ
dt2 ¼ f1 x1 tð Þ; x2 tð Þð Þ

dx2 tð Þ
dt ¼ f2 x1 tð Þ; x2 tð Þð Þ

(
ð9Þ

There are two techniques for generating phase plane portraits analytically [6].

First Technique
The first technique consists on integrating the equations expressed by (9) analytically or
numerically and finding two solutions g1 and g2 as a function of the time.

x1 tð Þ ¼ g1 tð Þ and x2 tð Þ ¼ g2 tð Þ ð10Þ

By eliminating the time, it is possible to establish an implicit representation of the
phase portrait in the form:

g x1 tð Þ; x2 tð Þ; cð Þ ¼ 0 ð11Þ

Where the constant c depends on the initial conditions.

Second Technique
The second technique consists on eliminating the time variable from the two equations
of the system (9) by dividing the equations,

dx2 tð Þ
dx1 tð Þ ¼

f2 x1 tð Þ; x2 tð Þð Þ
f1 x1 tð Þ; x2 tð Þð Þ ð12Þ

Then, by integration we can establish a relationship between x1 tð Þ and x2 tð Þ.
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3.2 Delta Method

The phase plan delta method is a step by step graphic-numeric technique used for the
evaluation of transient response of second order non-linear systems on the usual phase
plane [19].

A major class of second-order non-linear systems can be described by the differ-
ential equations of the form

€xþ f x; _x; tð Þ ¼ 0 ð13Þ

Where _x ¼ dx
dt

and €x ¼ d2x
dt2

.

The first step consists of rewriting (13) in the standard delta form,

€xþ p2 Dþ xð Þ ¼ 0 ð14Þ

This is accomplished by adding and subtracting p2x from (13).

€xþ f x; _x; tð Þ � p2x
� �þ p2x ¼ 0 ð15Þ

Then

D ¼ 1
p2

f x; _x; tð Þ � p2x
� � ð16Þ

In this paper x, _x and t will represent displacement, velocity and time.
The phase plane coordinates are defined as

x ¼ x and v ¼ _x
p

ð17Þ

Then the following relationships can be developed:

€x ¼ p
dv
dt

¼ p
dv
dx

� �
dx
dt

¼ p2v
dv
dx

ð18Þ

By substituting (18) into (14), this second order equation becomes a first order
differential equation in x; v and D

v
dv
dx

þ xþD ¼ 0 ð19Þ

This leads to the following relationship:

dx
dv

¼ � v
xþD

ð20Þ
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Considering D constant over a finite time interval Dt, (18) can be integrated; the
result being

xþDð Þ2 þ v2 ¼ R2 ð21Þ

This is the equation for a circle centered at x ¼ �D, v ¼ 0 with radius R.
An expression for time can be obtained from (18) [20]

dt ¼ dx
pv

ð22Þ

A graphical interpretation is given in Fig. 1. At any step for a given initial position
P0, the value of D is calculated from the known values of x0 and v0, it locates the centre
C of the trajectory curve approximated as a circular arc at �D.

By drawing the circular arc of angle Dh we obtain the next point Pi on the tra-
jectory, we can again calculate the value of delta and after locating the new centre C
draw another circular arc [17, 21].

The angular arc delta theta is proportional to time as shown bellow [20].

dt ¼ 1
p
dh ð23Þ

The solution at Pi is given by

xi ¼ x0 þ v0dh ð24Þ

vi ¼ v0 � x0 þDð Þdh ð25Þ

Fig. 1. Construction of the phase portrait using the delta method.
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3.3 Interpretation of Phase Plane

To simplify the interpretation of the phase plane, we considered the second order
differential Eq. (5) governing the generator rotor dynamics.

Critical points correspond to solutions of a coupled system given by (7) where the
solutions are dDx

dt ¼ 0 and dd
dt ¼ 0, simultaneously.

Hence, we obtain
P1 ¼ d0;Dx0ð Þ and P2 ¼ dmax;Dx0ð Þ
The (d, Dx)-plane with some trajectories is in Fig. 2.

From the phase portrait it should be clear that even this simple system has fairly
complicated behavior. The point P1 corresponds to a stable center. On the other hand,
P2 is a saddle point, which is an unstable point. Let us concentrate on those points in
the phase diagram above where the trajectories seem to start, end, or go around. The
trajectories keep oscillating around the origin P1, and they seem to either go in or out of
the point P2. Those trajectories corresponding to different initial conditions.

If a perturbation is introduced, producing a deviation of the angle d from its
equilibrium point and therefore, a change in the initial values required to solve the
swing equation, we may find different trajectories:

In C1, the angle value has been increased in relation to its equilibrium value. As it
can be observed, the generator rotor stays indefinitely oscillating round its equilibrium
position. It is the stable state.

In C2, the angle has been increased near the point P2 and the solution corresponds
to a homoclinic trajectory. The trajectory corresponding to the critically stable case.

The trajectories C3 shows an oscillation tendency round the equilibrium point P1 at
the beginning. But, nearby the point P2, the angle and speed start growing indefinitely.
Those trajectories corresponding to the unstable case.

Fig. 2. (d, Dx)-plane
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4 Applications

To assess the effectiveness of the proposed methods, simulation studies are performed
on the IEEE 5 bus system, the data for which is borrowed from [13, 22], and given in
Fig. 3. This system has two generators, seven transmission lines and four loads. The
loads are modeled as constant impedances and the generators are represented by the
classical model.

In the performance of a transient stability study, a load-flow study of the pretran-
sient network is needed to determine the mechanical powers pmi of the generators and

to calculate the values of Eij j	!
and di0 for all the generators.

Gauss-Seidel method is used here for the load flow study of the system. The
convergence is achieved in 15 iterations, satisfying a prespecified tolerance of 10-6 for

all variables. Prefault bus voltage Vi
!

and powers SGi
	!

obtained from the results of load
flow analysis are shown in bold text in Fig. 3.

The equivalent impedances of the loads YLi
	!

are obtained from the load bus data.
They are given in p.u in the same figure.

As a disturbance scenario, a three phase fault was applied on bus 4 at 0.1 s and the
clearing time of the fault was varied. The fault is cleared without opening the breaker.
In this case, the post-fault system is identical to the pre-fault system from.

The reduced admittance matrices ~Yij red
� �

are shown in Table 1 for the prefault
network, the faulted network, and the network with the fault cleared respectively.

The Single-line diagram of two machines power system obtained by eliminating
load nodes is shown in Fig. 4. This diagram gives the results of the generators internal

voltages E1j j		!
and E2j j		!

and their initial angles d10 and d20.

Fig. 3. Single line diagram of the IEEE 5 bus system.
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The power system’s differential equations before, during and after the fault clear-
ance are given below

Pre-fault:
Before the occurrence of the fault, the system is given by:

dDx
dt ¼ 377

100 18:70� 2:42þ 12:39cos dð Þþ 37sin dð Þð Þð Þ
dd
dt ¼ x� 377




The equivalent machine is operating at the initial relative power angle

d0;Dx0ð Þ ¼ 0:107 rad; 0ð Þ

During fault:
The accelerating power equations are

dDx
dt ¼ 377

100 18:70� 0:37þ 1:96cos dð Þþ 8:16sin dð Þð Þð Þ
dd
dt ¼ x� 377




Post-fault:
Since the structure of the network does not change, the power system’s differential

equations after the fault clearance are same as those before.

Table 1. Reduced admittance matrices

State i j
1 2

Pre-fault/post-fault 1 0.893 − j0.957 0.163 + j0.467
2 0.163 + j0.467 0.037 − j0.574

Faulted 1 0.269 − j2.892 0.026 + j0.103
2 0.026 + j0.103 0.007 − j0.643

Fig. 4. Single-line diagram of IEEE 5-bus system reduced to generator nodes.
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The methods described in paragraph III are used for constructing pre-fault, during
fault and post-fault system trajectories.

Analytical Method. The two techniques previously described for generating phase
plane portraits analytically are used here. Both technique lead to a functional relation
between the two phase variables d and x.

First Technique
The first technique consists on solving the differential equations numerically and
finding two solutions d tð Þ and x tð Þ. The Runge-Kutta fourth-order method with an
integration step size of 0.001 s is applied to obtain approximate solutions of those
equations. The numerical integration is made for 2.0 s of simulated real time.

Relative rotor angle d and speed x responses for different fault clearing time are
shown respectively Figs. 5 and 6.

By eliminating the time, we establish an implicit representation of the phase por-
trait. The trajectories are given in Fig. 7.

Second Technique
The second technique involves directly eliminating the time variable by evaluating dDx

dd .
We will find the trajectories corresponding to the pre-fault, fault and post-fault
intervals.

Pre-fault:
The equilibrium point at pre-fault is given by

d0;Dx0ð Þ ¼ 0:107 rad; 0ð Þ

The trajectory during pre-fault is the point d0; 0ð Þ
During fault:
The motion during the fault starts at d01; 0ð Þ. The model during the fault is rep-

resented by the following equation

Fig. 5. Generator relative rotor angle response.
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dDx
dd

¼
377
100 18:70� 0:37þ 1:96 cos dð Þþ 8:16 sin dð Þð Þð Þ

x� 377

By integrating the above equation from d0 to d and from 0 to Dx, we obtain

Dx ¼ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�74:49þ 138:23 d� 14:79sin dð Þþ 61:59 cos dð Þð Þ

p
The positive radical was taken because we know that the system is accelerating

during the fault.

Fig. 6. Generator relative speed response

Fig. 7. Phase portrait using the first technique
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Post-fault:
The equilibrium point is given by

d0;Dx0ð Þ ¼ 0:107 rad; 0 rad/sð Þ

The saddle point is given by

dmax;Dxð Þ ¼ 2:388 rad; 0 rad/sð Þ

The model after the fault clearance is represented by the following equation

dDx
dd

¼
377
100 18:70� 2:42þ 12:39cos dð Þþ 37sin dð Þð Þð Þ

x� 377

By integrating the above equation from d to dmax and from Dx to 0, we obtain

Dx ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�25:85þ 122:79d� 93:44sin dð Þþ 278:97cos dð Þð Þ

p
This equation gives the trajectory after the disturbance.
Figure 8 shows the phase portrait obtained for different fault clearing time using the

second technique.

Fig. 8. Phase portrait using the second technique
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Delta Method
Delta method with an integration step size of 10−4 is applied to obtain approximate
solutions of those equations. The numerical integration is made for 2.0 s of simulated
real time.

The delta functions of the system according to (14) are:
Pre-fault:

D1 d;Dx; tð Þ ¼ � p
60
50

� �
18:70� 2:42þ 12:39 cos dð Þþ 37 sin dð Þ � dð Þð Þ

In-fault:

D2 d;Dx; tð Þ ¼ � p
60
50

� �
18:70� 0:37þ 1:96 cos dð Þþ 8:17 sin dð Þ � dð Þð Þ

Post-fault:

D3 d;Dx; tð Þ ¼ D1 d;Dx; tð Þ

Thus the center of the first circular arc is located at point �d0;Dx0ð Þ ¼
�0:107 rad; 0ð Þ and the radius is R0 ¼ 4:66 10�6.

The trajectories obtained for different fault clearing time are shown in Fig. 9.

Figures 5, 6, 7 and 9 show the system response for fault-clearing times 200 ms,
216 ms and 217 ms. For the fault clearing time 200 ms, which is less than the critical
clearing time 216 ms, the rotor angle of the generator will remain stable after the fault

Fig. 9. Phase portrait using Delta method
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is cleared. The trajectory is spiral curve converging towards the origin. For the fault
clearing time 217 ms, which is greater than the critical clearing time 216 ms, the rotor
angle of the generator becomes unstable after the fault is cleared. The trajectory is spiral
curve diverging from the origin.

The critical clearing time 216 ms was obtained by progressively increasing the fault
time interval until the system loses its stability.

In Fig. 8, the intersection between the trajectories during and after the fault gives
the critical clearing angle. The coordinates of the intersection point P1 are dcr;Dxcrð Þ ¼
1:345 rad; 10:615 rad/sð Þ.

The critical clearing time obtained by step-by-step method [23] is 0.216 s.

5 Conclusion

This paper presents the transient stability analysis of the IEEE 5-bus 2-machines test
system using the analytical method and the Delta method for constructing the phase
plane trajectories. Those trajectories allow the visualization in the same graphic of the
angle variations and the rotor speed.

The performance and accuracy of the two methods considered are assessed by
comparing their results in terms of critical clearing time and angle. It can be found
that those results are similar.

The first technique to draw the phase trajectories analytically is very reliable and
has been widely used but it requires a trial-and-error scheme for determining the critical
clearing time and can be expensive in terms of computational time.

The second technique determines transient stability without solving the differential
equations explicitly. This method allows the direct determination of the critical clearing
angle avoiding thus the trial and error method, but it does not give the critical clearing
time directly which requires the resort to the step-by-step method, nor does it apply to a
system of three or more machines which may swing independently.

The delta method is extremely simple to apply. It combines the strength of the
conventional numerical-integration methods and the simplicity of graphical methods.
However, it is limited to construction of phase trajectories for second-order differential
equations only. This method can lead to numerical instability of the solution due to
accumulation of errors; therefore, it requires an extremely small interval of time to
minimize the cumulative error.

Since there are a many methods for constructing phase plane trajectories, further-
more, future comparison studies with them are necessary so as to identify strengths and
weaknesses of analytical method and Delta method.
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Abstract. This paper presents a design of H∞ fuzzy controller for electric
power steering (EPS) with actuator saturation. By considering the friction
nonlinearity in the steering column, motor column and in the rack, as internal
disturbances and using the sector nonlinearity method, a new T-S model is
proposed to represent exactly the nonlinear dynamics of an EPS system. To
provide a stable driving, an H∞ nonlinear state feedback is designed to control
an EPS system in the presence of actuator saturation and internal disturbances.
The robust stabilization results of the closed-loop EPS system are formulated
and solved as a linear matrix inequality (LMI) optimization problem. Simulation
results validate the effectiveness of the proposed study.

Keywords: Takagi-Sugeno model � Electrical Power Steering (EPS)
H∞ control � Polytopic representation � Saturated control

1 Introduction

The Electrical Power Steering is a system recently used by the automotive industry, it
has a very important role in facilitating the maneuvers for the driver, especially in cities
where speed is limited, and driving needs a lot of movement. Unlike traditional
hydraulic power steering, which uses a hydro system to reduce the physical effort
applied by the driver to change the direction, in the EPS system the hydro system is
replaced by a brushless DC motor [1].

To improve the performance of an EPS system, many research results have been
reported. In the conventional linear control, controllers design is based on a linear
model, which does not take into consideration, friction in the steering column, in motor
column, and in the rack, such as the LQR control law with Kalman filtering [2], and a
force feedback controller with reference model [3]. In order to take into account the
nonlinearity of the EPS system, a fuzzy adaptive sliding mode control [4] and a
reference model control [5] are applied to an EPS system. In [6] and [7], authors have
been reported interesting results of fuzzy control for EPS systems. However, in these
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works, reduced T-S model for EPS is used, by considering the movement directions of
the steering column, assistant motor and steering rack change in the same way. So this
assumption is not generalized for all real EPS systems. In this work, a new nonlinear T-
S model of an EPS is given by considering the friction nonlinearities as internal
disturbances regardless of the direction of rotation.

In order to be able to eliminate these disturbances, and to guarantee the stability of
the system in the presence of saturation, an H∞ control is proposed. Indeed, The H∞

approach is used to analyze and to synthesize controllers/observers achieving an
optimal level of disturbance attenuation (for example see [8, 9] references therein).

Generally, a brushless DC motor is used at the EPS system, and the current input of
this motor is limited. This constraint may degrade the performance of the closed-loop
control, and may lead the system to instability [10]. Very few works, especially in EPS
control with actuators saturation have reported, see [7], a fuzzy control model con-
sidering actuator saturation is designed for EPS system. However, in this work, the
results carried out by considering the reduced T-S model. Motivated by this obser-
vation, in this paper, H∞ fuzzy controller for electric power steering (EPS) is
investigated.

This paper is organized as follows. Section 2 gives the nonlinear dynamic model of
the EPS system. Section 3 gives the TS representation of the EPS system. Section 4
gives the H∞ stabilization conditions in LMI terms. In Sect. 5, simulation results are
provided to show the effectiveness of the proposed method.

2 EPS Dynamic Model

The EPS dynamic system is split into two subsystems; the mechanical subsystem and
the vehicle dynamic subsystem.

2.1 Vehicle Dynamic Model

In order to study the dynamic behavior and the lateral stability of the vehicle, the
bicycle model of the rigid vehicle is used. This model serves to determine the force fr
generated by the road reaction, see [11].

The bicycle model shown in Fig. 1, is considered with the following assumptions:
Longitudinal velocity V is constant, approximation of small angles; the lateral wheel
force is proportional to the wheel slip angle [12]. Gives the following lateral vehicle
dynamics:

_u tð Þ ¼ 1
MV � Cf þCr

� �
u tð Þ � MV � 1

V af Cf � arCr
� �

c tð ÞþCf df
� �� �

_c tð Þ ¼ 1
Iz

� af Cf � arCr
� �

u tð Þ � 1
V a2f Cf þ a2rCr

� �
c tð Þþ af Cf df

h i(
ð1Þ

where u is the side slip angle, c is the yaw rate, Cf is front cornering stiffness, Cr is rear
cornering stiffness, af is the front chassis length, ar is the rear chassis length, M is the
vehicle mass, and Iz is the inertial moment of the vehicle.
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The rack force is given by:

fr tð Þ ¼ TpCf df � u tð Þþ af =V
� �

c tð Þ� �� �
rp

ð2Þ

where Tp is the caster trail, and df is the front steering angle, that is given by:

df ¼ hc
Gsc

where Gsc is the ratio of steering system.

2.2 Mechanical Steering Model

The mathematical modeling of an EPS system is an unavoidable phase to study and
control it. The EPS have three parts: the mechanical part consists of steering wheel,
steering column, and the rack. The electric part: consisting of a brushless DC motor.
And the electronic part: constitute an electronic control unit with the sensors of dif-
ferent variables to be measured [13], as shown in Fig. 2.

Fig. 1. Vehicle bicycle model

Table 1. Parameter values for vehicle bicycle model

Symbols Values

Cf 126000 N/rad
Cr 126000 N/rad
Iz 4240 kg m2

Tp 0.033 m

V 20 m/s
af 1 m
ar 1.8 m
M 1814 kg
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By appealing the Newton laws we have:
The steering column dynamics:

Jc
d2hc
dt2

þBc
dhc
dt

þFcsignðdhc
dt

Þ ¼ Th � Tsen ð3Þ

The steering rack dynamics:

Mr
d2xr
dt2

¼ Tsen þGTa
rp

� Br
dxr
dt

� krxr � fr tð Þ � Frsign
dxr
dt

� 	
ð4Þ

The DC motor dynamics:

Jm
d2hm
dt2

þBm
dhm
dt

þFmsign(
dhm
dt

Þ ¼ Tm � Ta ð5Þ

where Jc is the steering column moment of inertia, Bc is the steering viscous damping,
Fc is the steering column friction, Jm is the motor moment of inertia, Bm is the motor
damping, Fm is the motor friction,Mr is the assembly mass of the wheel and the rack, G
is the motor gear ratio, rp is the pinion radius, Br is the damping of the rack, kr is the
tire spring rate, Fr is the rack motor friction and the Tsen is steering torque measured by
the sensor and is given by:

Tsen ¼ ks hc � xr
rp

� 	
ð6Þ

Fig. 2. Electrical Power Steering system
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where ks is the steering column stiffness, and the motor torque is given by

Tm ¼ kaI ð7Þ

ka is the torque constant for the motor. The servo force is given by

Ta ¼ km hm � Ghcð Þ ð8Þ

where km is the motor torsional stiffness.
Therefore, the nonlinear EPS system can be written as follows:

_x tð Þ ¼ Ax tð ÞþBcu tð ÞþBThTh tð ÞþBww tð Þ ð9Þ

with

A ¼

0 1 0 0 0 0 0 0
a21 a22 0 0 a25 0 0 0
0 0 0 1 0 0 0 0
0 0 a43 a44 a45 0 0 0
0 0 0 0 0 1 0 0
a61 0 a63 0 a65 a66 a67 a68
a71 0 0 0 0 0 a77 a78
a81 0 0 0 0 0 a87 a88

2
66666666664

3
77777777775

Bw ¼

0 0 0
�sign xcð Þ=Jc 0 0

0 0 0
0 �sign xmð Þ=Jm 0
0 0 0
0 0 �sign vrð Þ=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775

x tð Þ ¼ hc xc hm xm xr vr u c½ �T ; uðtÞ ¼ I tð Þ

Bu ¼ 0 0 0 ka=Jm 0 0 0 0½ �T

BTh ¼ 0 1=Jc 0 0 0 0 0 0½ �T

w tð Þ ¼ Fc Fm Fr½ �T ; a21 ¼ �kc
Jc

; a22 ¼ �Bc
Jc

; a25 ¼ kc
Jcrp

; a43 ¼ �km
Jm

; a44 ¼ �Bm
Jm

;

a45 ¼ J Gkm
Jmrp

; a61 ¼ kc
Mrrp

� TpCf

GscMrrp
; a63 ¼ Gkm

Mrrp
; a65 ¼ � kc þ kt þG2km

Mrr2p
;

a66 ¼ �Br
Mr

; a67 ¼ TpCf

Mrrp
; a71 ¼ Cf

Gsc
; a77 ¼ � Cf þCr

VM ; a78 ¼ Cf af�Crar�V2M
V2M ;

a81 ¼ Cf af
IzGsc

; a87 ¼ �Cf af�Crar
Iz

; a88 ¼ � Cf a2f þCra2f
IzV

:
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3 The T-S Fuzzy Model of EPS

In [6, 7], a TS fuzzy model is proposed to represent the dynamics of the EPS system by
considering the movement directions of the steering column (xc), assistant motor (xm)
and steering rack (vr) change in the same way. Consequently, controls based on this
simplified model of the EPS, can degrade the performance of the closed-loop real
system. In this work, a new T-S model is proposed to represent exactly the nonlinear
dynamics of EPS system whatever the direction of rotation.

The fuzzy rules are:
Rulei: if 11 tð Þ is about M1i and … and 1q tð Þ is about M1q

_x tð Þ ¼ Aix tð ÞþBwiw tð ÞþBcir tð ÞþBThTh
z tð Þ ¼ C1ix tð Þ ; i 2 Ir



ð10Þ

Let �1� signðxcÞ� 1;�1� signðxmÞ� 1;�1� signðvrÞ� 1 and by using a sec-
tor nonlinearity approach, the T-S model of an EPS system can be written as follows:

_x tð Þ ¼ P8
i¼1

li 1 tð Þð Þ Ax tð ÞþBwiw tð ÞþBcr tð ÞþBThThð Þ
z tð Þ ¼ Tsen ¼ C1x tð Þ

8<
: ð11Þ

Table 2. Parameter values for EPS model

Symbols Values

G 16.5
Gsc 20
Mr 32 kg
rp 0.007 m
Jc 0.04 kg m2

Bc 0.072 N m/(rad/s)
Kc 114.6 N m/rad
Fc 0.027 N m
Jm 5 � 10−4 kg m2

Bm 0.032 N m/(rad/s)
Km 125 N m
Fm 0.056 N m
Br 3820
Fr 0.002 N m
Kt 32900 N m
Ka 0.05 N m/A
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We have: 8 xc;xm; vrð Þ 2 R= sign xcð Þ; sign xmð Þ; sign vrð Þf g 2 �1; 1½ �, then:

Nc1 ¼ 1� sign xcð Þ
2

; Nm1 ¼ 1� sign xmð Þ
2

; Nv1 ¼ 1� sign vrð Þ
2

Nc2 ¼ sign xcð Þþ 1
2

; Nm2 ¼ sign xmð Þþ 1
2

; Nv2 ¼ sign vrð Þþ 1
2

;

and

l1 ¼ Nc1Nm1Nv1; l2 ¼ Nc2Nm1Nv1; l3 ¼ Nc2Nm2Nv1 ; l4 ¼ Nc2Nm1Nv2;

l5 ¼ Nc2Nm2Nv2; l6 ¼ Nc1Nm2Nv1; l7 ¼ Nc1Nm2Nv2; l8 ¼ Nc1Nm1Nv2:

Bw1 ¼

0 0 0
�1=Jc 0 0

0 0 0
0 �1=Jm 0
0 0 0
0 0 �1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
;Bw2 ¼

0 0 0
1=Jc 0 0
0 0 0
0 �1=Jm 0
0 0 0
0 0 �1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
;

Bw3 ¼

0 0 0
1=Jc 0 0
0 0 0
0 1=Jm 0
0 0 0
0 0 �1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
;Bw4 ¼

0 0 0
1=Jc 0 0
0 0 0
0 �1=Jm 0
0 0 0
0 0 1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
;

Bw5 ¼

0 0 0
1=Jc 0 0
0 0 0
0 1=Jm 0
0 0 0
0 0 1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
;Bw6 ¼

0 0 0
�1=Jc 0 0

0 0 0
0 1=Jm 0
0 0 0
0 0 �1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
;
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Bw7 ¼

0 0 0
�1=Jc 0 0

0 0 0
0 1=Jm 0
0 0 0
0 0 1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
;Bw8 ¼

0 0 0
�1=Jc 0 0

0 0 0
0 �1=Jm 0
0 0 0
0 0 1=Mr

0 0 0
0 0 0

2
66666666664

3
77777777775
:

4 Fuzzy H∞ Control for EPS System with Actuator
Saturation

The subject of this section is to design a nonlinear state feedback control law guaran-
teeing the performance of EPS in the presence of disturbance, and the actuator satura-
tion. The H∞ criterion makes it possible to give the results attained. It is defined by

ZT
0

zT sð Þz sð Þds\d2
ZT
0

wT sð Þw sð Þds ð12Þ

It is equivalent to the following optimization problem:

min d
_V tð Þþ zT tð Þz tð Þ � d2wT tð Þw tð Þ\0



ð13Þ
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Fig. 3. T-S model validation
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with _V tð Þ is the derivative of the quadratic Lyapunov function, that is defined as
follows

V tð Þ ¼ xT tð ÞPx tð Þ ð14Þ

where P is a symmetric positive defined matrix.

4.1 Saturating Control

The local ith state feedback control is defined as:

ui tð Þ ¼ Kix tð Þ; i ¼ 1. . .8 ð15Þ

So, the global nonlinear state feedback controller is the summation

u tð Þ ¼
X8
i¼1

li tð ÞKix tð Þ ð16Þ

In this section the objective is to calculate a control law which tolerates the satu-
ration in the control signal. Therefore, the actuator output r tð Þ, is a nonlinear function
of its input:

r �ð Þ ¼ sat u �ð Þð Þ ð17Þ

Now, let the set @ Hj
� �

be defined as follows:

@ Hj
� � ¼ x tð Þ 2 R

n= h j
i x

�� ��� �ui
� 
 ð18Þ

with, Hj is a matrix m � n, h j
i is the ith row of the Hj, n is the number of the state

variables, m is number of the control inputs and �ui is the saturation level of the control
signal.

The polytopic representation of the saturation is described as follow [14]:

r uð Þ ¼ P2m
s¼1

gs Esuþ �Esmð Þ

m tð Þ ¼ Pr
j¼1

hi 1 tð Þð ÞHjx tð Þ
P2m
i¼1

gs ¼ 1; 0� gs � 1

8>>>>>>><
>>>>>>>:

ð19Þ

with, Es represents all components of E, �Es ¼ I � Es and Es 2 0; 1f g
In our case, the closed-loop EPS system becomes:
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_x tð Þ ¼ AT þBcT ETKT þ �ETHTð Þð Þx tð ÞþBwTw tð Þ
z tð Þ ¼ Tsen ¼ C1T x tð Þ



ð20Þ

with

AT ¼
Xr

i¼1

li 1 tð Þð ÞAi; BwT ¼
Xr

i¼1

li 1 tð Þð ÞBwi ; BcT ¼
Xr

i¼1

li 1 tð Þð ÞBci

C1T ¼
Xr

i¼1

li 1 tð Þð ÞC1i

For a constant q[ 0 and a symmetric positive matrix P, define an ellipsoid as
e P; qð Þ ¼ x 2 <n= xTPx� qf g
Lemma 4.1 [15]: The ellipsoid e P; qð Þ is included in the polyhedron H ¼
x=mT

i x� ki
� 


; i 2 Im if and only if

mið ÞT P
q

� 	�1

mi � k2i ð21Þ

Theorem 4.1 [16]: The ellipsoid e P; qð Þ is contractively invariant set of the closed-
loop system (20) and achieves in a disturbance rejection level d, if there exist a
symmetric positive definite matrix Q and matrices Fj 2 <m�n, Zj 2 <m�n, solutions of
following LMI problem:

mindQ;Fj;Zj

�u2 z ji
� Q

� �
	 0; 8 i 2 Im; j 2 Ir ð22Þ

AQþBciEsFj þBci
�EsZj þ �ð Þ � �

BT
wi �d2I �

C1Q 0 �I

2
4

3
5\0; 8 i 2 Im; j 2 Ir ð23Þ

with: C1 ¼ kc 0 0 0 �kc=rp 0 0 0½ �
The control gains in (16) are given by:

Kj ¼ FjQ
�1; Hj ¼ ZjQ

�1

Proof: Using Lemma 4.1, e P; qð Þ 
 Tr
j
@ Kj
� �

if and only if:

h j
i

� �T P
q

� 	�1

h j
i � �u2i ð24Þ
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Introduce the following changes of variables:

Q ¼ P
q

� 	�1

; Zj ¼ HjQ

The (24) inequality can be written as follow

�u2i Q� z ji
� �T

z ji 	 0 ð25Þ

z ji is the i
th column of the matrix Zj. By applying the Schur complement, we arrive

at the inequality (22).
For the LMI (23), suppose that there exists a Lyapunov function V x tð Þð Þ ¼

xT tð ÞPx tð Þ satisfying the Hamilton–Jacobi–Bellman (H–J–B) inequality:

_V tð Þþ zT tð Þz tð Þ � d2wT tð Þw tð Þ\0 ð26Þ

¼ x tð Þ
w tð Þ

� �T AT þBcT ETKT þ �ETHTð Þð ÞTPþ �ð Þ �
BT
wT

�d2I

" #
x tð Þ
w tð Þ

� �
þ

x tð Þ
w tð Þ

� �T
C1Tð ÞT
0

" #
C1Tð ÞT
0

" #T
x tð Þ
w tð Þ

� � ð27Þ

Using the Schur complement, we get:

_V tð Þþ zT tð Þz tð Þ � d2wT tð Þw tð Þ ¼ x tð Þ
w tð Þ

� �T
DT

x tð Þ
w tð Þ

� �
ð28Þ

Pre-and post-multiplying DT by diagðQ; I; IÞ, we have

Y
T
¼

ATQþBcTETFT þBcT
�ETZT � �

BT
wT

�d2I �
C1Q 0 �I

2
4

3
5 ð29Þ

To ensure (23), it suffices to check the following condition:

Y
T
\0

4.2 Application on EPS System

The control of the EPS consists in controlling the brushless DC motor; the latter has a
current limited in its input. This means that, a brushless DC motor is question to input
saturation as follows:
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��I� I��I ð30Þ

where �I presents the saturating level. The control law is defined by

r tð Þ ¼ sat I tð Þð Þ ð31Þ

Now, assume that saturation level �I ¼ 25A, then solving the optimization problem
in Theorem 4.1 we obtained the following results (Table 3):

5 Simulation Results

In this part, to illustrate the efficiency of the proposed method, the results obtained
previously, are applied to the EPS steering system. The EPS and vehicle parameter
models are listed in Tables 1 and 2. Using MATLAB/SIMULINK, LMI control
Toolbox, and consider the level of saturation I ¼ 25A, we obtain the followings results
(Fig. 3).

Table 3. Parameter values for saturating control
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By choosing the torque applied by the driver in the sinusoidal form which can be
similar to the practical form, with two different frequencies (0.5 Hz and 1 Hz
respectively), and vehicle speed at 20 m/s. The simulation responses are shown in
Figs. 4, 5 and 6. According to these figures, it is noted that in low frequency
maneuvers, the saturation control with H∞ gives good performances, which allows in
the presence of saturation and internal disturbances, to give a stable driving. With high
frequencies (see Fig. 4), the fuzzy controller improve the vehicle handling and keep the
facility of maneuvers and eliminate the great torque ripples.

6 Conclusion

In this work, a new T-S model of an EPS system by considering nonlinearities in the
dynamic model that are caused by friction and road reaction as perturbation, and
regardless of the direction of rotation. An H∞ state feedback-controller is designed to
control the EPS system. The controller is synthesized to ensure closed-loop system
stability in the presence of actuator saturation. Simulation results based on low-high
frequencies and with input constraint show the effectiveness of the proposed control
approach.
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Abstract. This paper proposes a novel control scheme for Unified Power
Quality Conditioner (UPQC) based on five-level (NPC) inverter able to mitigate
source current harmonics and compensate all voltage disturbances. The UPQC is
designed by the integration of series and shunt active filters (AFs) sharing a
common dc bus capacitor. The dc voltage is maintained constant using con-
ventional proportional integral voltage controller. The synchronous reference
frame strategy control is used to get the reference signals for shunt APFs and the
instantaneous reactive power theory for a series APFs. The reference signals for
the shunt and series APFs are derived from the control algorithm and sensed
signals are injected in two LS-SPWM controllers to generate switching signals.
The performance of proposed UPQC system is evaluated using MATLAB-
Simulink program and SimPowerSystem Toolbox for different disturbances
condition. The simulation results show that the proposed UPQC system can
improve the power quality.

Keywords: Five-level (NPC) inverter � UPQC � Current harmonics mitigation
Voltage disturbances compensation � Shunt active power filter
Series active power filter � Power quality improvement

1 Introduction

There has been a continuous rise of nonlinear loads over the years due to intensive use of
power electronic control in industry. The utility supplying these nonlinear loads has to
supply large vars. Moreover, the harmonics generated by the nonlinear loads pollute the
utility. The basic requirements for compensation process involve precise control with
fast dynamic response and on-line elimination of load harmonics. The traditional
compensation methods using switched capacitor and thyristor controlled inductor [1]
coupled with passive filters are increasingly replaced by active power filters (APFs) [2].
The two types of APFs are shunt and series APF, the shunt APFs are used to mitigate
current harmonics and reactive power compensation [3]. The series APFs are used to
compensate voltage related problems, such as voltage harmonics, sags, swells, unbal-
ances, flicker [4], etc.

Unified power quality control was widely studied by many researchers as an eventual
method to improve power quality of electrical distribution system [5]. The function of
unified power quality conditioner is to compensate supply voltage disturbances, reactive
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power and harmonics. In other words, the UPQC has the capability of improving power
quality at the point of installation on power distribution systems or industrial power
systems. Therefore, the Unified Power Quality Conditioner (UPQC) is one of the best
solutions to compensate both current- and voltage-related problems simultaneously [6],
it is the integration of shunt and series APFs through a common DC link capacitor.
Unified Power Quality Conditioner has been widely studied to eliminate or mitigate the
disturbances propagated from the source side and the other loads interconnected [7]. The
function of the series APF in UPQC is to compensate the all voltage disturbances [8]. The
control circuitry of the series APF calculates the reference voltage to be injected by the
series APF by comparing the terminal voltage with a reference value of voltage.

This paper presents a 3-phase, 3-wire UPQC configuration based on five-level
(NPC) inverter using novel control method. The series AF is controlled to maintain
voltage load to the reference level and to eliminate supply voltage sag/swell, harmonics
and unbalance from the load terminal voltage. The shunt AF is controlled to mitigate
the supply current harmonics. The dc bus voltage is maintained constant by the shunt
active filter. The performances of the proposed UPQC system are verified through
simulations for transient and steady-state conditions using Matlab-Simulink software
and SimPowerSystem Toolbox.

2 UPQC Configuration System

Figure 1 shows the proposed UPQC connected to a power system feeding a nonlinear
load. It consists of two five-level (NPC) inverters one for the shunt and the second for a
series active filters. The dc link of both active filters is connected to a common dc
capacitor. The series filter is connected between the supply and load terminals using
three single phase transformers with turn’s ratios of 1:1. In addition to injecting the
voltage, these transformers are used to filter the switching ripple of the series active
filter. A small capacity rated Csf filter [9] is used with inductance to eliminate the high
switching ripple content in the series active filter injected voltage. The five-level
inverters for both the active filters are designed with IGBTs (Insulated Gate Bipolar
Transistors). The three leg shunt active filter is connected ahead of a series filter
through a small capacity rated inductive filter. The control algorithm of UPQC is based
on synchronous reference frame detection method for the shunt AF and instantaneous
reactive power theory for the series [10].

2.1 Five-Level (NPC) Inverter

Multilevel inverters are currently being investigated and used in various industrial
applications. Five-level inverter is one of the most converters employed in high power
applications. Their advantages include the capability to reduce the harmonic content
and decrease the voltage or current ratings of the semiconductors [11]. The disad-
vantage is that the devices are needed more and the control algorithm gets more
complicated with the increasing of levels and the neutral-point potential fluctuates
easily. The power circuit of the five-level neutral point clamped inverter is given by
Fig. 2.
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The DC bus capacitor is split into four, providing a three neutral-point. Each arm of
the inverter is made up of eight IGBTs (Insulated Gate Bipolar Transistor) devices, and
six clamping diodes connected to the neutral-point. The diodes are used to create the
connection with the point of reference to obtain midpoint voltages. This structure
allows the switches to endure larger dc voltage input on the premise that the switches
will not raise the level of their withstand voltage. For this structure, five output voltage

Fig. 1. UPQC configuration system

Fig. 2. Five-level (NPC) inverter
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levels can be obtained, namely, Udc/2, Udc/4, 0, −Udc/4 and −Udc/2 corresponding to
five switching states A, B, 0, C and D [12]. Table 1 shows the switching states [13].

2.2 Five-Level (NPC) Inverter Logic Control

The neutral-point-clamped (NPC) converter topology has been the centre of research
and development effort for numerous applications, including medium- and high-voltage
electric motor drives, static compensators (STATCOMs) and other utility type of power
electronic systems for almost three decades now. Different modulation schemes have
been adapted or developed depending on the application and the converter topology,
and each has its unique advantages and disadvantages. The most common modulation
method in industry is carrier-based SPWM. The Level Shifted-Sin Pulse Width
Modulation (LS-SPWM) method is especially useful for NPC converters [14] (Fig. 3).

Table 1. Five-level (NPC) witching states

Switching symbols Switching states Output voltage
Ti3 Ti2 Ti1 Ti4 Ti5 Ti6 Ti7 Ti8

A ON ON ON OFF OFF OFF OFF OFF Udc1 + Udc2

B OFF ON ON OFF OFF ON ON OFF Udc1

0 OFF OFF ON ON OFF ON OFF OFF 0
C ON OFF OFF ON ON OFF OFF ON −Udc3

D OFF OFF OFF ON ON ON OFF OFF −Udc3-dc4

Fig. 3. Four unipolar carriers Uref: 1, 2, 3, 4
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The difference between the injected currents (voltages) and the reference currents
(voltages) determines the reference signals. These signals are compared with four
triangular-carrying identical waves shifted from one to the other by a (+2Upm +Upm,
−Upm and −2Upm) and generating of switching pulses. The control of inverter is
summarized in the two following stages:

Determination of the intermediate signals VK1 and VK0:

• If error Ec � carrying 1 Then Vk11 = Udc/4,
• If error Ec < carrying 1 Then VK11 = 0,
• If error Ec � carrying 2 Then VK12 = Udc/4,
• If error Ec < carrying 2 Then VK12 = 0.
• If error Ec � carrying 3 Then VK10 = 0,
• If error Ec < carrying 3 Then VK01 = −Udc/4,
• If error Ec � carrying 4 Then VK02 = 0,
• If error Ec < carrying 4 Then VK02 = −Udc/4,

With: VK1 = Vk11 + VK12 and VK0 = VK01 + VK02.
Determination of control signals of the switches Tij (i = 1, 2, 3; j = 1, 2, 3):

• If (VK1 + VK0) = +Udc/2 Then Ti1 = 1, Ti2 = 1, Ti3 = 0,
• If (VK1 + VK0) = +Udc/4 Then Ti1 = 1, Ti2 = 1, Ti3 = 0,
• If (VK1 + VK0) = 0 Then Ti1 = 1, Ti2 = 0, Ti3 = 0,
• If (VK1 + VK0) = −Udc/4 Then Ti1 = 0, Ti2 = 0, Ti3 = 1,
• If (VK1 + VK0) = −Udc/2 Then Ti1 = 0, Ti2 = 0, Ti3 = 0,

Fig. 4. Five-level (NPC) inverter logic control
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The Simulink model of the logic control designed for the five-level (NPC) inverter
is shown in Fig. 4.

3 Control Strategies

The control strategy is basically the way to generate reference signals for both shunt
and series APFs of UPQC. The compensation effectiveness of the UPQC depends on
its ability to follow with a minimum error and time delay to calculate the reference
signals to compensate the distortions, unbalanced voltages or currents or any other
undesirable condition. The conventional techniques reported in literature give poor
results under distorted and/or unbalanced input/utility voltages, and they involve many
calculations. The proposed control scheme is a simple scheme to achieve effective
compensation for source current harmonics, reactive power compensation and voltage
harmonic mitigation under distorted and/or unbalanced input/utility voltages.

3.1 Shunt APF

The shunt APF control strategies adopted in this work use synchronous reference frame
method. The principle of this technique is described in [15].

ia
ib

� �
¼

ffiffiffiffiffiffiffiffi
2=3

p 1 � 1
2

1
2

0
ffiffi
3

p
2 �

ffiffi
3

p
2

" # iLa
iLb
iLc

2
4

3
5 ð1Þ

The ia and ib currents expression in (d-q) reference frame are given by:

id
iq

� �
¼ sinðhestÞ � cosðhestÞ

cosðhestÞ sinðhestÞ
� �

ia
ib

� �
ð2Þ

The id current is transformed to DC and harmonic components using a LPF:

id
iq

� �
¼ id þ id

�

iq

" #
ð3Þ

The expression of the reference current ia-ref and ib-ref are given by:

ia�ref

ib�ref

� �
¼ sinðhestÞ � cosðhestÞ

cosðhestÞ sinðhestÞ
� ��1 id

iq

� �
ð4Þ

ia�ref

ib�ref

� �
¼ sinðhestÞ cosðhestÞ

� cosðhestÞ sinðhestÞ
� �

id þ id
�

iq

" #
ð5Þ
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The reference currents in the (abc) frame are given by:
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ib�ref

ic�ref
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p
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5 ia�ref
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� �
ð6Þ

Finally, the compensation currents icomp-a, icomp-b and icomp-c are given by:

icomp�a

icomp�b

icomp�c

2
4

3
5 ¼

ia�ref

ib�ref

ic�ref

2
4

3
5�

iLa
iLb
iLc

2
4

3
5 ð7Þ

The control scheme principle of the five-level (NPC) shunt active power filter based
on the synchronous reference current detection method is given by Fig. 5.

3.2 Series APF

The control strategy used for extracting the reference voltages of series active power
filter is based on the p-q theory described in [16]. We assume that the three-phase
voltage source in the grid is symmetric and distorted:

Usa

Usb

Usc

2
4

3
5 ¼

P1
n¼1

ffiffiffi
2

p
Un sinðnxtþ hnÞ

P1
n¼1

ffiffiffi
2

p
Un sinððnxt � 2p

3 Þþ hnÞ
P1
n¼1

ffiffiffi
2

p
Un sinððnxtþ 2p

3 Þþ hnÞ

2
6666664

3
7777775

ð8Þ

Fig. 5. Shunt APF control strategies
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Un and hn are respectively the rms voltage and initial phase angle, n is the harmonic
order. When n = 1, it means three-phase fundamental voltage source:

Usa

Usb

Usc

2
4

3
5 ¼

P1
n¼1

ffiffiffi
2

p
U1 sinðnxtþ h1Þ

P1
n¼1

ffiffiffi
2

p
U1 sinððxt � 2p

3 Þþ h1Þ
P1
n¼1

ffiffiffi
2

p
U1 sinððnxtþ 2p

3 Þþ h1Þ

2
6666664

3
7777775

ð9Þ

Equation (9) is transformed into (a–b) reference frame:

Usa

Usb

� �
¼ C32

Usa

Usb

Usc

2
4

3
5 ¼

ffiffiffi
3

p
P1
n¼1

Un sinðnxtþ hnÞ
P1
n¼1

lUn sinðnxtþ hnÞ

2
664

3
775 ð10Þ

C32 ¼
ffiffiffiffiffiffiffiffi
2=3

p 1 �1=2 �1=2
0

ffiffiffi
3

p
=2 � ffiffiffi

3
p

=2

� �
ð11Þ

Three-phase positive fundamental current template is constructed:

isa
isb
isc

2
4

3
5 ¼

ffiffiffiffiffiffiffiffi
2=3

p sinðxtÞ
sinðxt � 2p

3 Þ
sinðxtþ 2p

3 Þ

2
4

3
5 ð12Þ

Equation (18) is transformed to (a–b) reference frame:

isa
isb

� �
¼ C32

isa
isb
isc

2
4

3
5 ¼ sinðxtÞ

� cosðxtÞ
� �

ð13Þ

According to the instantaneous reactive power theory:

p
q

� �
¼ usa usb

usb �usa

� �
isa
isb

� �
ð14Þ

Where DC and AC components are included:

p
q

� �
¼ pþ p

�

qþ q
�

" #
ð15Þ
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p and q are passed through low pass filter (LPF) and DC component are got:

p
q

� �
¼

ffiffiffi
3

p U1 cosðh1Þ
U1 sinðh1Þ

� �
ð16Þ

According to (20), transformation is made:

p
q

� �
¼ usa usb

usb �usa

� �
isa
isb

� �
¼ isa isb

�isb isa

� �
usa
usb

� �
ð17Þ

As for DC components of p and q:

p
q

� �
¼ usaf usbf

usbf �usaf

� �
isa
isb

� �
¼ isa isb

�isb isa

� �
usaf
usbf

� �
ð18Þ

The fundamental voltages in (a–b) reference frame are:

usaf
usbf

� �
¼ isa isb

�isb isa

� ��1
p
q

� �
¼ isa �isb

isb isa

� �
p
q

� �
ð19Þ

The three-phase fundamental voltages are given by:

Usaf

Usbf

Uscf

2
4

3
5 ¼ C23

usaf
usbf

� �
¼

ffiffiffi
2

p
U1

sinðxtþ h1Þ
sinðxtþ h1 � 2p

3 Þ
sinðxtþ h1 þ 2p

3 Þ

2
4

3
5 ð20Þ

Where:

C23 ¼
ffiffiffiffiffiffiffiffi
2=3

p 1 �1=2 �1=2
0

ffiffiffi
3

p
=2

ffiffiffi
3

p
=2

� �T
ð21Þ

These produced three-phase load reference voltages are compared with load line
voltages and errors are then processed by sinusoidal LS-SPWM controller to generate

Fig. 6. Series APF control strategies
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the required switching signals for series APF switches. The block diagram of the series
active filter control is shown in Fig. 6.

4 Simulation Results and Discussions

In this study, a novel control algorithm for the UPQC is evaluated by using simulation
results given in Matlab/Simulink software under non-ideal mains voltage conditions. In
simulation studies, the results are specified before and after UPQC system are operated.
In addition, when the UPQC system is operated, the load has changed and dynamic
response of the system is tested. The proposed control method has been examined
under all voltage disturbances conditions. The simulated UPQC system parameters are:
Vs = 220 V, Frequency Fs = 50 Hz, Resistor Rs = 0.1 mX, Inductance Ls = 0.0002
mH, Resistor Rl = 48.6 X, Inductance Ll = 40 mH, Cdc = 3000 lF, Resistor Rc =
0.27 mX, Lc = 0.8 mH. Figure 7 shows the Matlab-simulink model of the proposed
UPQC system.

4.1 Performances of UPQC for All Voltage Disturbances Compensation

The performance of proposed UPQC is tested under all voltage disturbances simulta-
neously. The simulation results are shown in Fig. 8. The voltage sags (25%) is
introduced voluntary between t1 = 0.06 s and t2 = 0.12 s. After that, a voltage swells
(35%) is introduced between t2 = 0.12 and t3 = 0.18 s. The voltage harmonics is
introduced between t3 = 0.18 s and t4 = 0.24 s. The unbalances is introduced between
t4 = 0.24 s and t5 = 0.3 s. After t5 = 0.3 s the system is again at normal working
condition. It is illustrated that the proposed UPQC is capable to mitigate all voltage

Fig. 7. SimPowerSystem UPQC model based on five-level (NPC) inverter
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Fig. 8. UPQC performances for all voltage disturbances compensation
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disturbances and does not show any significant effect of disturbance type present in the
utility voltages on its compensation capability.

4.2 Dynamic Performances of UPQC for the Sudden Change of Load

In order to evaluate the performance of the proposed UPQC during transient condition,
the load on the system is changed suddenly. The simulation results during this con-
dition are shown in the Fig. 9. Before time t1 = 0.05 s, the shunt and series APFs are
not working, the source current is highly distorted. After t1 = 0.05 s the shunt active

Fig. 8. (continued)
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filer is only on operation (the source current after compensation is nearly sinusoidal and
in phase with the source voltage). When the sudden load current disturbance is
introduced voluntary between t2 = 0.1 s and t3 = 0.2 s, the UPQC controller acts
immediately without any delay, the shunt APF injects a current equals to sum of
harmonic.

In the all dynamic condition the dc voltage is maintained constant and equal to the
reference value Udc-ref = 800 V using proportional integral voltage controller. It is
observed that the dc voltage passes through a transitional period of 0.02 s before
stabilization and reaches its reference with moderate peak voltage approximately equal
to 3 V. Before Shunt AF application the source current is distorted with poor power
factor, after compensation the source current shown in Fig. 9(a) is sinusoidal and in
phase with the source voltage for the all voltage disturbances. The effectiveness of the
UPQC in reducing the supply current and load voltage harmonics for all disturbances
conditions is proved.

Fig. 9. UPQC performance in transient condition
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5 Conclusion

To enhance the power quality by reducing the source current harmonics and improve
the voltage delivered to sensitive or critical loads, a novel UPQC configuration based
on five-level (NPC) inverter topology has been proposed in this paper. The control
strategy adopted is based on the instantaneous reactive power method for the series AF
and synchronous reference frame detection method for the shunt AF. The developed
model is validating through simulation results using Matlab-Simulink software and
SimPowerSystem Toolbox. The control algorithm of UPQC has been observed to be
satisfactory for various power quality improvements like voltage harmonics mitigation,
current harmonic mitigation, voltage sag, swell and unbalance compensation.
The UPQC performance during transient conditions has been found satisfactory, the
UPQC controller acts immediately without any delay in the operation with fast
dynamic response. The result of this study may be useful for potential UPQC
applications.
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Abstract. This paper develops the problems of robust stability analysis and H∞

state feedback control synthesis for Linear Parameter Varying (LPV) Systems
with time varying delay, using parameter dependent Lyapunov-Krasovskii
functionals. First, we use an integral inequality playing a key role in the
derivation of such criterion and allow reducing the H∞ cost in comparison to
other results. Secondly, the LMI dilatation approach presented in this paper can
express the original non convex problem in terms of convex linear matrix
inequality and reduce consequently the conservatism of LMI synthesis without
dilation. Both, analysis and synthesis conditions are formulated in terms of
linear matrix inequalities (LMIs). Finally, a numerical example is given to
illustrate the effectiveness of the proposed result.

Keywords: Linear parameter-varying systems � Linear matrix inequalities
Time-delay systems � Parameter dependent Lyapunov functional
State feedback � H∞ performance

1 Introduction

The problem of delayed systems has been investigated over the years because a time
delay appears in many dynamical systems such as chemical process, nuclear reactors,
and biological systems. Frequently, the presence of delay in state-space model system
is a source of instability and poor performance. Hence, the stability analysis and control
synthesis problems of time delay system have been examined in the control literature
[1, 2]. Existing criteria for stability condition can be classified into two types: delay
independent criteria [3, 4] and delay dependent criteria [5, 6]. The relevance of the
obtained conditions depends on the type of systems. It is well known that delay
independent criteria tend to be more conservative then delay dependent ones.
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In other fields of research, Linear Parameter Varying LPV systems have been
intensively studied [7, 8] since they provide a general approach to control complex
systems such as nonlinear systems, LTV systems, and multimodal systems. Therefore,
a control strategy has been developed for these systems based on classical gain
scheduled adaptive methodology [9, 10]. This approach, well suitable for slowly
varying parameter systems, can be problematic during the real implementation of the
controller, especially regarding stability in the switching zones. To overcome these
problems, an interesting answer is given by linear parameter dependent controller [11,
12]. These controllers can improve the closed loop characteristic such as the stability
and H∞ performance.

Recently, stability analysis and control of LPV time delay systems have been
attracting a lot of attention. Main papers and special publications concerning the sta-
bility analysis problem of LPV time delay systems have appeared in [13–15] but it is
still an open problem. Motivated by the LPV control theory, in this work, delay-
dependent analysis and control for LPV systems with time delays has been studied. The
main contribution of this paper is to develop a new H∞ state feedback control for LPV
time-delay systems by means of the Parameter Dependent Lyapunov-Krasovskii
functional approach. This approach can reduce the conservatism compared with other
methods.

The paper is organized as follows. In Sect. 2, preliminaries used in this paper are
defined. In Sect. 3, the stability analysis problem of time-delayed LPV systems is
considered using parameter-dependent Lyapunov-Krasovskii functionals. Then, we
deal with the problem of H∞ state-feedback control of time-delayed LPV systems.
A numerical example is given.

2 Preliminary

Consider the following state-space model of an LPV system with varying state delay:

_xðtÞ ¼ AðhðtÞÞxðtÞþAdðhðtÞÞxðt � sðtÞÞþB1ðhðtÞÞwðtÞþB2ðhðtÞÞuðtÞ

zðtÞ ¼ CðhðtÞÞxðtÞþCdðhðtÞÞxðt � sðtÞÞþD1ðhðtÞÞwðtÞþD2ðhðtÞÞuðtÞ

xðtÞ ¼ gðtÞ; 8t 2 ½�s; 0�

8>>>><
>>>>:

ð1Þ

Where x tð Þ 2 Rn; x t� s tð Þð Þ 2 Rn;w tð Þ 2 Rp; u tð Þ 2 Rm, z tð Þ 2 Rp and g are
respectively the system state, the delayed state, the external disturbance, the control
input, the controlled output and the functional initial condition.

sðtÞ is a time varying delay satisfying 0\s tð Þ\smax, 0\ _s tð Þ\l\1.
The real parameters hðtÞ ¼ ½h1ðtÞ; h2ðtÞ; . . .; hrðtÞ�T that can be known by on line

H∞ Based State Feedback Control of LPV Time-Delay Systems 61



measurement values vary in a polytope H as:

hðtÞ 2 H ¼
XN
i¼1

aiðtÞhi; aiðtÞ� 0;
XN
i¼1

aiðtÞ ¼ 1; N ¼ 2r
( )

ð2Þ

and the rate of variation _hðtÞ are well defined at all times and vary in a polytope Ht as:

_hðtÞ 2 Ht ¼
XN
j¼1

bjðtÞtj; bjðtÞ� 0;
XN
j¼1

bjðtÞ ¼ 1; N ¼ 2r
( )

ð3Þ

It is assumed that the state-space matrices AðhÞ; AdðhÞ; B1ðhÞ; B2ðhÞ; CðhÞ;
CdðhÞ; D1ðhÞ and D2ðhÞ are continuous and bounded functions and depend linearly on
hðtÞ, so that the LPV system is described through a polytopic model. Let:

AðhÞ AdðhÞ B1ðhÞ B2ðhÞ
CðhÞ CdðhÞ D1ðhÞ D2ðhÞ

� �
¼

XN
i¼1

ai
Ai Adi B1i B2i

Ci Cdi D1i D2i

� �
ð4Þ

With i ¼ 1; . . .;N; ai � 1;
PN
i¼1

ai ¼ 1.

Lemma 1.1 [16]. Let x tð Þ 2 Rn be a vector-valued function with first-order
continuous-derivative entries. Then, the following integral inequality holds for any
matrices M1ðhÞ;M2ðhÞ 2 <n�n; RðhÞ ¼ RðhÞT [ 0 2 <n�n;C 2 <2n�2n and a scalar
function s :¼ sðtÞ� 0:

�
Z t

t�s
_xTðxÞRðhÞ _xðxÞdx� nTðtÞYnðtÞþ snTðtÞCTR�1ðhÞCnðtÞ ð5Þ

Where

Y ¼ MT
1 ðhÞþM1ðhÞ �MT

1 ðhÞþM2ðhÞ
ð�Þ �MT

2 ðhÞ �M2ðhÞ
� �

CT :¼ MT
1 ðhÞ

MT
2 ðhÞ

� �
; nðtÞ :¼ xðtÞ

xðt � sÞ
� �

3 Stability Analysis of Time-Delayed LPV Systems

We first present delay-dependent conditions for the stability and H∞ performance
analysis of system (1), which are provided in the following theorem:

Theorem 3.1. System (1) with no control input ðu tð Þ ¼ 0Þ is robustly asymptotically

stable for any dependent time delay s tð Þ satisfying both 0\sðtÞ� smax and
zk k2
wk k2 \c if
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there exist positive-definite matrices PðhÞ 2 <n�n; QðhÞ 2 <n�n;RðhÞ 2 <n�n; and
matrices M1ðhÞ; M2ðhÞ 2 <n�n, such that for all hðtÞ 2 H:

/11ðhÞ /12ðhÞ PðhÞB1ðhÞ
ð�Þ /22ðhÞ 0
ð�Þ ð�Þ �cI
ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ

CTðhÞ smaxATðhÞRðhÞ smaxMT
1 ðhÞ

0 smaxAT
d ðhÞRðhÞ smaxMT

2 ðhÞ
DT

1 ðhÞ smaxBT
1 ðhÞRðhÞ 0

�cI 0 0
ð�Þ �smaxRðhÞ 0
ð�Þ ð�Þ �smaxRðhÞ

0
BBBBBB@

1
CCCCCCA
\0 ð6Þ

With

/11ðhÞ ¼ ATðhÞPðhÞþPðhÞAðhÞþQðhÞþMT
1 ðhÞþM1ðhÞ;

/12ðhÞ ¼ PðhÞAdðhÞ �MT
1 ðhÞþM2ðhÞ; and

/22ðhÞ ¼ �ð1� lÞQðhÞ �MT
2 ðhÞ �M2ðhÞ;

Where, l is an upper bound of the delay derivative j _sj � l; 8t� 0.
The parameter-dependent PðhÞ matrix also has equivalently affine formulation as:

PðhÞ ¼ P0 þ h1P1 þ . . .þ hrPr

And the derivation of PðhÞ can be derived as:

dPðhÞ
dt

¼ _h1P1 þ . . .þ _hrPr

Proof of Theorem 3.1
The main result of the stability analysis of LPV time delay systems is based on the use
of the following parameter dependent Lyapunov-Krasovskii functional

VðtÞ ¼ xTðtÞPðhÞxðtÞþ
Z t

t�sðtÞ
xTðxÞQðhÞxðxÞdxþ

Z 0

�smax

Z t

tþx
_xðsÞRðhÞ _xðsÞdsdx

ð7Þ

Calculating the derivative of VðtÞ along the trajectories solutions of system (1) leads
to:

_VðtÞ ¼ xTðtÞ½ATðhÞPðhÞþPðhÞATðhÞþQðhÞ�xðtÞþ 2xTðt � sðtÞÞAT
d ðhÞPðhÞxðtÞ

þ 2wTðtÞB1ðhÞPðhÞxðtÞ � ð1� _sÞxTðt � sðtÞÞQðhÞxðt � sðtÞÞþ smax _x
TðtÞRðhÞ _xðtÞþ I

ð8Þ
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With I ¼ � R t
t�smax

_xTðxÞRðhÞ _xðxÞdx
Note that �ð1� _sÞ� � ð1� lÞ
Using lemma 1 we have:

_VðtÞ�XTðtÞUðhÞXðtÞ� 0 ð9Þ

With

UðhÞ ¼
/11ðhÞ /12ðhÞ PðhÞB1ðhÞ
ð�Þ /22ðhÞ 0

ð�Þ ð�Þ 0

0
B@

1
CAþ smaxZTðhÞRðhÞZðhÞþCTR�1ðhÞCT ;

XðtÞ ¼
xðtÞ

xðt � sðtÞÞ
wðtÞ

0
B@

1
CA; ZðhÞ ¼ AðhÞ AdðhÞ B1ðhÞð Þ

The criterion Jzw to be minimized is considered as:

Jzw ¼
Z t

0
½�zTðtÞzðtÞþ c2wTðtÞwðtÞ�dt ð10Þ

Define the function H to be

H ¼ V �
Z t

0
½�zTðtÞzðtÞþ c2wTðtÞwðtÞ�dt ð11Þ

The derivative of the function can be bounded from above by

_H� _V þ zTðtÞzðtÞ � c2wTðtÞwðtÞdt ð12Þ

Then expanding the expression of zðtÞ into the expression of _H and affecting the
Schur complement obtain LMI (6).

Unfortunately, the representation (6) is not linear in the terms
PðhÞATðhÞ; PðhÞAdðhÞ; ATðhÞRðhÞ and AT

d ðhÞRðhÞ. Generally, we solve this problem
by using a constant Lyapunov matrix function. However, this method is very con-
servative. That’s why LMI dilation approach can be used to reduce this conservatism.

Theorem 3.2. System (1) with no control input ðuðtÞ ¼ 0Þ is robustly asymptotically

stable for any dependent time delay sðtÞ satisfying both 0\sðtÞ� smax and
zk k2
wk k2 \c if

there exist positive-definite matrices PðhÞ 2 <n�n;QðhÞ 2 <n�n;RðhÞ 2 <n�n; matrices
M1ðhÞ;M2ðhÞ 2 <n�n and X 2 <n�n such that for all hðtÞ 2 H:
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�X � XT U12ðhÞ U13ðhÞ U14ðhÞ
ð�Þ U22ðhÞ �M1ðhÞT þM2ðhÞT 0

ð�Þ ð�Þ U33ðhÞ 0

ð�Þ ð�Þ ð�Þ �cI

ð�Þ ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ ð�Þ

0 XT smaxRðhÞ 0

CðhÞT 0 0 smaxM1ðhÞT
0 0 0 smaxM2ðhÞT

D1ðhÞT 0 0 0

�cI 0 0 0

ð�Þ �PðhÞ �smaxRðhÞ 0

ð�Þ ð�Þ �smaxRðhÞ 0

ð�Þ ð�Þ ð�Þ �smaxRðhÞ

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

\0 ð13Þ

With

U22ðhÞ ¼ �PðhÞþQðhÞþM1ðhÞT þM1ðhÞ;
U12ðhÞ ¼ PðhÞþXTAðhÞ;
U13ðhÞ ¼ XTAdðhÞ;
U14ðhÞ ¼ XTB1ðhÞ;
U33ðhÞ ¼ �ð1� lÞQðhÞ �M2ðhÞT �M2ðhÞ

Proof of Theorem 3.2. The proof is inspired from [17]. Let’s rewrite (13) as:

WðhÞþPTðhÞXTQþQTXPðhÞ\0 ð14Þ

With

WðhÞ ¼

0 PðhÞ 0 0 0
ð�Þ w22ðhÞ w23ðhÞ 0 CTðhÞ
ð�Þ ð�Þ w33ðhÞ 0 CT

1dðhÞ
ð�Þ ð�Þ ð�Þ �cI DT

1 ðhÞ
ð�Þ ð�Þ ð�Þ ð�Þ �cI
ð�Þ ð�Þ ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ ð�Þ ð�Þ

0 smaxRðhÞ 0
0 0 smaxMT

1 ðhÞ
0 0 smaxMT

2 ðhÞ
0 0 0
0 0 0

�PðhÞ �smaxRðhÞ 0
ð�Þ �smaxRðhÞ 0
ð�Þ ð�Þ �smaxRðhÞ

0
BBBBBBBBBB@

1
CCCCCCCCCCA

w22ðhÞ ¼
dPðhÞ
dt

� PðhÞþQðhÞþMT
1 ðhÞþM1ðhÞ

w23ðhÞ ¼ �MT
1 ðhÞþMT

2 ðhÞ
w33ðhÞ ¼ �ð1� lÞQðhÞ �MT

2 ðhÞ �M2ðhÞ
PðhÞ ¼ �I AðhÞ AdðhÞ B1ðhÞ 0 I 0 0ð Þ

Q ¼

I 0 0 0 0 0 0 0

0 I 0 0 0 0 0 0

0 0 I 0 0 0 0 0

0 0 0 I 0 0 0 0

0
BBB@

1
CCCA; X ¼ XT 0 0 0

� �T
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Noting that explicit basis of the null-spaces of P and are given by

kerðPÞ ¼

AðhÞ AdðhÞ B1ðhÞ I 0 0 0
I 0 0 0 0 0 0
0 I 0 0 0 0 0
0 0 I 0 0 0 0
0 0 0 0 I 0 0
0 0 0 I 0 0 0
0 0 0 0 0 I 0
0 0 0 0 0 0 I

0
BBBBBBBBBB@

1
CCCCCCCCCCA
; kerðQÞ ¼

0 0 0
0 0 0
0 0 0
0 0 0
I 0 0
0 0 0
0 I 0
0 0 I

0
BBBBBBBBBB@

1
CCCCCCCCCCA

and applying the projection lemma of [18], the feasibility of LMI (14) implies the
feasibility of the tow underlying LMIs:

kerðPðhÞÞTWðhÞ kerðPðhÞÞ\0
kerðQðhÞÞTWðhÞ kerðQðhÞÞ\0

�
ð15Þ

After some manipulations, it is possible to show that first LMI (15) is equivalent to
LMI (13) whereas the second one is the LMI given by:

�cI 0 0
0 �RðhÞ 0
0 0 �RðhÞ

0
@

1
A\0

This LMI is a relaxed form of the right bottom 3 � 3 block of the inequality (13)
and it is satisfied for all positive definite matrix RðhÞ.

Hence this shows that feasibility of (6) implies the feasibility of (15).

4 H∞ State-Feedback Control for Time-Delayed LPV System

In this section, the analysis results developed in the previous section are used for the
synthesis of a state-feedback parameter-varying controller for LPV systems with time
varying state delay.

The problem addressed is to seek a parameter-dependent state-feedback controller
of the form

uðtÞ ¼ KðhÞxðtÞþKdðhÞxðt � sðtÞÞ ð16Þ

Such that the closed loop system, over all trajectories hðtÞ 2 H, is

• Asymptotically stable.
• Provides a guaranteed L2 performance attenuation gain from w to z satisfying

zk k2\c wk k2 with xðgÞ ¼ 0; g 2 ½�smax; 0� and wðtÞ 6¼ 0.
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Then, the corresponding closed-loop system can be denoted by

_xðtÞ ¼ AclðhÞxðtÞþAcldðhÞxðt � sðtÞÞþB1ðhÞwðtÞ
zðtÞ ¼ CclðhÞxðtÞþCcldðhÞxðt � sðtÞÞþD1ðhÞwðtÞ

�
ð17Þ

Where

AclðhÞ ¼ AðhÞþB2ðhÞKðhÞ
AcldðhÞ ¼ AdðhÞþB2ðhÞKdðhÞ
CclðhÞ ¼ CðhÞþD2ðhÞKðhÞ
CcldðhÞ ¼ CdðhÞþD2ðhÞKdðhÞ

Clearly these matrices are bilinear with respect to the parameters of the controller
KðhÞ and KdðhÞ. To avoid this bilinearity, we can assume that input and output matrices
are invariant. That is: B2ðhÞ ¼ B2 and D2ðhÞ ¼ D2.

The following Theorem provides the synthesis condition for such a state-feedback
H∞ controller.

Theorem 4.1. Consider the time-delayed LPV system (1). There exist a parameter-
dependent controller such that the closed-loop system (17) is robustly asymptotically

stable for any dependent time delay sðtÞ satisfying both 0\sðtÞ� smax and
zk k2
wk k2 \c if

there exist positive-definite matrices P̂ðhÞ; Q̂ðhÞ; R̂ðhÞ; M̂1ðhÞ; M̂2ðhÞ 2 <n�n; matrix
V 2 <n�n; and matrices YðhÞ; YhðhÞ 2 <m�n such that for all hðtÞ 2 H:

H11ðhÞ H12ðhÞ H13ðhÞ B1ðhÞ 0
ð�Þ H22ðhÞ H23ðhÞ 0 H25ðhÞ
ð�Þ ð�Þ H33ðhÞ 0 H35ðhÞ
ð�Þ ð�Þ ð�Þ �cI DT

1 ðhÞ
ð�Þ ð�Þ ð�Þ ð�Þ �cI
ð�Þ ð�Þ ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ ð�Þ ð�Þ
ð�Þ ð�Þ ð�Þ ð�Þ ð�Þ

VT smaxR̂ðhÞ 0
0 0 smaxM̂T

1 ðhÞ
0 0 smaxM̂T

2 ðhÞ
0 0 0
0 0 0

�P̂ðhÞ �smaxR̂ðhÞ 0
ð�Þ �smaxR̂ðhÞ 0
ð�Þ ð�Þ �smaxR̂ðhÞ

0
BBBBBBBBBB@

1
CCCCCCCCCCA
\0

ð18Þ

With

H11ðhÞ ¼ �V � VT

H12ðhÞ ¼ P̂ðhÞþAðhÞV þB2YðhÞ
H13ðhÞ ¼ P̂ðhÞþAdðhÞV þB2YdðhÞ
H22ðhÞ ¼ dPðhÞ

dt � PðhÞþQðhÞþ M̂T
1 ðhÞM̂1ðhÞ

H23ðhÞ ¼ �M̂T
1 ðhÞþ M̂T

2 ðhÞ
H25ðhÞ ¼ ½CðhÞV þD2YðhÞ�T
H33ðhÞ ¼ �ð1� lÞQ̂ðhÞ � M̂T

2 ðhÞ � M̂2ðhÞ
H35ðhÞ ¼ ½CdðhÞV þD2YdðhÞ�T
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The state-feedback control law providing guaranteed L2 norm performance c is
given as: KðhÞ ¼ YðhÞV�1 and KdðhÞ ¼ YdðhÞV�1.

Proof: Apply the LMI (6) of Theorem 1 to the closed loop system (17) and made the
congruence by the matrix diagðV ;V ;V ; I; I;V ;V ;VÞ.

Defining the new variables

V ¼ X�1; P̂ðhÞ ¼ VTPðhÞV ; Q̂ðhÞ ¼ VTQðhÞV
R̂ðhÞ ¼ VTRðhÞV ; M̂1ðhÞ ¼ VTM1ðhÞV and M̂2ðhÞ ¼ VTM2ðhÞV

5 Numerical Example

We consider the LPV time-delay system

_xðtÞ ¼ �1 h1
1 1þ h2

� �
xðtÞþ 1þ h2 �1

h1 �1

� �
xðt � sðtÞÞ þ 1

0

� �
wðtÞþ 1

0

� �
uðtÞ

zðtÞ ¼ 0 1

0 0

� �
xðtÞþ 0 1ð ÞuðtÞ

ð19Þ

Where h1 and h2 are varying parameters in the following uncertainty range:
h1 2 ½�0:5 0:5�; h2 2 ½�0:4 0:4�:

The control objective is to minimize c performance bound and maintain a rea-
sonable control effort. We use the Theorem 4.1 to derive an H∞ state feedback
problem.

Table 1 present a comparison of the H∞ norms obtained, using the results of this
paper with the results in [14]. It is evident from the Table 1 that the controller design
method proposed in this paper provides a lower and better H∞ performance level.

Table 2 show that the maximum time-delay allowing the controller synthesis as
obtained in this paper is much larger than the results in both [14]. This shows that the
method in this paper would be less conservative and allow for a larger delay range.

Table 1. The minimized c performance bound when smax

l = 0 l = 0.5 l = 0.7 l = 0.99

[16] 3.136 3.527 3.694 6.766
Theorem 4.1 1.028 1.455 2.102 6.233

Table 2. The maximum time-delay

l = 0 l = 0.5 l = 0.7 l = 0.99

[16] 0.7 0.62 0.53 0.5
Theorem 4.1 0.78 0.65 0.55 0.52
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For simulation purposes let sðtÞ ¼ 0:3jsinðtÞj and hðtÞ ¼ sinðtÞ:
The external disturbance is a rectangular.
The closed loop behavior of the system using the LPV state-feedback control laws

designed using the results in this paper and the results in [14] are simulated, respec-
tively. The states are shown in Fig. 1 and the control input is shown in Fig. 2.

The dashed lines are obtained using the controller designed using the result in [14]
and the solid lines are obtained using the controller designed using the results in the
present paper.

Clearly, with our method, the states x1 and x2 converge to zero more rapidly than
with the method of [14].

Fig. 1. States evolution (Time delay sðtÞ ¼ 0:3jsinðtÞj).
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6 Conclusion

In this paper, the robust stability analysis and H∞ state-feedback control synthesis
problem of LPV systems with time varying state delay are addressed. Based in the
parameter dependent Lyapunov-Krasovskii functional approach, the delay-dependent
stability and induced L2 norm performance are explored. New H∞ performance
approach and state-feedback controller are derived and the corresponding conditions
are given in terms of LMIs. This approach eliminated the product of the Lyapunov
matrices and the system matrices in the derivative of the Lyapunov functional. Finally,
we show the effectiveness of our approach compared to other one trough an example.
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Abstract. In this work, an iterative learning control (ILC) is applied to a Delta
robot in order to improve the tracking precision at high dynamic movement. Delta
robot is a parallel manipulator designed for high-speed pick and place operations.
Since the dynamic of Delta robot is highly coupled and nonlinear, the conven‐
tional controller like the proportional derivative (PD) failed to satisfy the required
performances. To solve this problem a suitable controller for repetitive pick and
place operations represents in the ILC has been introduced. The learning
controller is combined with a PD controller to improve the tracking error through
the iterations. Numerous simulations and robustness tests are carried out to
demonstrate the effectiveness of the proposed scheme.

Keywords: Iterative learning control · Delta robot · High dynamic movement
PD control

1 Introduction

The architecture design of Parallel Kinematic Manipulators (PKM) knew a huge
progress over the years, starting from the 5 degrees of freedom (dof) of Pollard [1] to
the 6 dof of Stewart platform [2] up to the 4 dof of Delta robot [3]. PKM plays a very
important role in the industry due to the advantage they present compared to the serial
arms, such as higher load capacity and more rigidity and accuracy.

The Delta robot was invented by Reymond. Clavel in 1985 [4] from the EPFL (Ecole
Polytechnique Fédérale de Lausanne), where it dedicates to execute pick and place
operations at a high dynamic movement. The first prototype has three dof for translation
and one dof for rotation, after that, various designs with Delta link architecture were
developed, for instance, the Linear Delta [5] and the Inverted Delta [6]. For more designs
of the Delta robot the reader may refer to the survey [7].

The traditional controllers like PD/PID are usually used to control the robot manip‐
ulators due to its easy synthesis and implementation. However, PD/PID failed to track
the desired trajectory for high-speed pick and place tasks, because the gains of the
controller are selected without considering the coupling effects. To overcome this
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problem many advanced control strategies have been proposed, for instance, decentral‐
ized variable structure control [8], robust linear H-infinity control [9] and hybrid PD
sliding mode control [10].

Robot manipulators are usually used for repetitive tasks, this repetitive nature makes
it logical to try exploiting the information of the previous cycles in order to improve the
tracking performance of the actual cycle, which is the main idea of ILC. ILC introduced
as a formal theory by Arimoto in 1984 [11], where he proposes several control schemes
like PD-type and PID-type. Over the years, many interesting works concern ILC have
been developed, for instance, adaptive ILC [12] [13], robust ILC [14], fuzzy logic ILC
[15] and velocity observer of actuated joint [16].

The main advantage of ILC is its ability to benefit from the system repeatability
contrary the most well-known controllers, also, ILC characterizes by its easy imple‐
mentation and its practicability, where, as it has shown by Arimoto [17] that the tracking
trajectory can improve from iteration to iteration using only the tracking position error
information and its derivative. It is noted that ILC has been applied in many areas, such
as the serial robot, the chemical process [18], and the laser cutting [19]. The successful
implementation of ILC is summarized in the survey [20].

Only a few works concerned the application of the ILC on PKM such as [21], where
the author applied ILC on the PaLiDA robot to decrease the remaining errors at high-
speed motions.

To the best knowledge of the authors, this is the first application of the ILC on the
Delta robot, where a PD-type ILC is combined with a PD feedback controller to improve
the tracking error through the iterations. To illustrate the efficacy and the feasibility of
this approach simulation are carried out and followed by a comparative study with the
conventional PD controller. In order to test the robustness of the proposed controller, a
payload mass is added to the travelling plate.

The rest of this paper is organized as follows: In Sect. 2 general description and
dynamic model of the Delta robot are presented. Section 3 the PD plus ILC controller
is proposed. Section 4 presents simulation results which are discussed at the final Sect. 5.

2 Dynamic Modeling

The Delta robot described in Fig. 1, composes of a fixed base, travelling plate and three
identical and symmetrical kinematic chains plus a fourth inner leg connects between the
fixed base and the travelling plate which is actually the robot’s end effector. Each kine‐
matic chain consists of servo motors and reducers with a gear ratio equal 12, they are
arranged on the base platform with 120° to each other. The actuating arm (upper arm)
is connected with the reducer and the forearm, while the forearm, which is made up of
a parallelogram is connected with the actuating arm and the travelling platform. The
travelling platform is kept parallel to the base platform due to the characteristic of the
parallelogram.

The dynamic model of the Delta robot is derived based upon the principle of virtual
work developed in [21]. It is given by:
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M(q)q̈ + C(q, q̇)q̇ + G(q) = 𝜏 (1)

where:
M(q) = Ib + mntJ

TJ

C(q, q̇) = JTmntJ̇

G(q) = −𝜏Gn − 𝜏Gb

and q = [q1, q2, q3]
T is the generalized joint vector, M(q) ∈ R3×3 is the inertia matrix,

C(q, q̇)q̇ ∈ R3×3 is a vector resulting from Coriolis and centrifugal forces, G(q) ∈ R3×1

represents the vector resulting from the gravitational forces, 𝜏 is the control input vector
containing the torques to be applied at each joint, 𝜏Gn is the torque produced by the inertial
force, 𝜏Gb is the torque produced by the gravitational force of the arms, J represents the
Jacobian matrix and J̇ is its derivative respect to time, mnt represents the total mass which
is the sum of the travelling plate mass mn, the mass of the payload mpayload, and the 3
reported masses contributed each of the 3 forearms.

mnt = mn + mpayload + 3(1 − r)mab

r is the ratio of the mass of the forearms that is located at their upper extremities. r
is chosen to be equal to 2/3. At the arm level, the position of the center of mass of the
arm is calculated as:

rGb = LA

1
2

mbr + mc + mfb

mb

(2)

with

mb = mbr + mc + rmfb

Where the geometrical and Dynamic parameters of the manipulator are described in
Table 1.

Fig. 1. The delta robot
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Table 1. Geometric and dynamic parameters

Parameter Description Value
LA Length of upper arm 0.380 m
LB Length of forearm 0.205 m
mn Mass of the travelling plate 0.042 kg
mbr Mass of the upper arm 0.098 kg
mfb Masses of the forearms 0.028 kg
mc Mass of the elbow 0.015 kg

Ib is a diagonal matrix represents the inertia of the arms in joint space, where is the
sum of the inertia created by the upper arm and inertia created from the contact with the
forearm and the inertia created by the motor Im multiplied with the quadratic of the gear
ratio rg.

Ib = Imr2
g
+ L2

A
(
mbr

3
+ mc + rmfb) (3)

The expression of 𝜏Gn and 𝜏Gb is given by:

𝜏Gn = JTmnt

[
0 0 −g

]T (4)

𝜏Gb = mbrGbg
[

cosq1 cosq2 cosq3
]T (5)

For the detailed expressions of the Jacobian please refer to [22].

3 Controller Design

In this section, we present the proposed torque control for the parallel Delta robot.
The controller is implemented in joint space and its expression is given by:

𝜏k = Kpq̃k + Kd
̇̃qk + uk (6)

While the PD-ILC algorithm can be expressed by:

uk+1 = uk + Λq̃k + Γ ̇̃qk (7)

The terms q̃k and ̇̃qk are given as follows:

q̃k = qd − qk, ̇̃qk = q̇d − q̇k

The index k denotes the iteration number, qd and q̇d represent the desired joint position
and the desired joint velocity respectively, since Kp, Kd, Γ, and Λ are diagonal gains
matrices.
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The scheme of the proposed controller is illustrated in Fig. 2, where xd represents
the desired trajectory in the task space and IGM indicates the inverse geometric model.

Fig. 2. The proposed control schema

As it can be seen from the scheme of the controller, a very important aspect of the
ILC reside in its easy implementation and integration in the industrial robots, where it
needs only to use and to store the error information and its derivative to pursue the
desired trajectory.

4 Simulation

The desired pick and place trajectory is used along the x-axis and the z-axis, where it is
a polynomial of degree five with initial and final velocity and acceleration equal to zero.
An important characteristic of this trajectory is its continuity of the movement, in posi‐
tion, velocity, and acceleration.

The desired trajectory used along the x-axis and the z-axis is given as follows:

x(t) = −0.20 + 0.40(6 t

tf

5
− 15 t

tf

4
+ 10 t

tf

3
) 0 ≤ t ≤ tf

z(t) = −0.40 + 0.05(6 t

tf

5
− 15 t

tf

4
+ 10 t

tf

3
) 0 ≤ t ≤

tf

2

z(t) = −0.35 − 0.05(6 t

tf

5
− 15 t

tf

4
+ 10 t

tf

3
)

tf

2
≤ t ≤ tf

(8)

Where tf  is the duration of the movement.
Therefore the desired trajectory starts from (−0.2, 0,−0.4)m to (0.2, 0,−0.4)m

then (−0.2, 0,−0.4)m with a height of transit 0.05 m. All this movement was performed
in 0.5 s without payload as shown in Fig. 3 To judge the performance, quality of the
controller, the Maximum Absolute Error (MaxAE) and the Root Mean Square Error
(RMSE) criteria have been utilised, their expressions are given by:

MaxAEx = max(|xi − xdi
|) (9)
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RMSEx =

√√√√1
n

n∑
i=1

(xi − xdi
)2 (10)

where xd is the desired trajectory, xi is the actual response, and n is the total number of
samples in one iteration. The MaxAE and the RMSE expression when considered all the
three axes is given as follows:

MaxAE = max(MaxAEx, MaxAEy, MaxAEz) (11)

RMSE =

√
RMSE2

x
+ RMSE2

y
+ RMSE2

z (12)
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Fig. 3. The trajectory tracking under the proposed controller.

The controller gains were selected so that the minimum performance criteria speci‐
fied by the MaxAE and the RMSE is obtained after 80 iterations:

Kp = diag{6.00}, Kd = diag{0.0625}Λ = diag{0.34},Γ = diag{0.06}

Figure 3 indicates the trajectory tracking performance after 80 iterations under the
PD controller and the PD plus ILC controller. Figures 4, 5, 6 and 7 show the progress
through the iteration of the RMSE, the MAXE, the tracking error for joint 1 and the
tracking error for joint 2 respectively, (the tracking error of joint 3 is similar to the joint
2 due to the nature of the trajectory). It is observed that with the combination of the ILC
and the conventional PD controller the tracking error can improve from iteration to
iteration where it can tend to zero when the number of iterations tends to infinity.
Figures 8 and 9 represent the control torque for joint 1 and joint 2 respectively. As it can
be seen the proposed controller has the same variation with low amplitude compared to
the PD controller, which provide a very important advantage of the controller, where it
can enhance the tracking error with less energy.
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Fig. 7. Tracking error of joint 2 for iteration k = 1, 10, 40, 80.
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Test of Robustness
In order to test the ability to track the desired trajectory in the presence of parametric
disturbances, an additional load of 50 g is introduced on the travelling plate of the Delta
robot, from the 30 iterations to the 80 iterations.

The simulation results are shown from Figs. 10, 11, 12, 13, 14 and 15. It is observed
that the ILC still able to provide better performances with less energy compared to the
PD controller, where it can guarantee the robustness against variation parametric, for
instance, the RMSE increases along the x-axis from 0.16 mm to 0.39 mm then decrease
to 0.02 mm, contrary the PD where it increases from 2.16 mm to 2.35 mm. Table 2 given
a detailed performance of the control law. It can be clearly seen that the combination of
the PD feedback control with the PD-type ILC present superior performance compared
to the conventional PD controller.
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Fig. 12. Tracking error of joint 1 in the presence of disturbance
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Fig. 13. Tracking error of joint 2 in the presence of disturbance
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Fig. 14. Control torque of joint 1 in the presence of disturbance.
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Table 2. The tracking performances

Iterations 1 10 40 80
Without disturbances PD RMSE (mm) 4.34 4.40 4.40 4.40

MaxAE (mm) 6.85 6.85 6.85 6.85
PD + ILC RMSE (mm) 4.34 1.99 0.15 0.02

MaxAE (mm) 6.85 2.98 0.25 0.06
With disturbances PD RMSE (mm) 4.43 4.40 5.54 5.54

MaxAE (mm) 6.85 6.85 9.18 9.18
PD + ILC RMSE (mm) 4.43 1.99 0.62 0.22

MaxAE (mm) 6.85 2.98 1.10 0.08
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Fig. 15. Control torque of joint 2 in the presence of disturbance.

5 Conclusion

In this paper, a new approach to control the parallel Delta robot has been proposed. The
control law scheme consists of a combination of the ILC and the PD feedback control
for the purpose to enhance the tracking error from iteration to iteration. A very important
advantage of this method is its simple implementation and practicability in the industry.
The control algorithm is applied successfully, where a pick and place trajectory has been
tested for a travel time equal 0.5 s. Simulation results show better performances and
robustness against variation of the loads compared to the traditional PD control. The
tracking error converges to zero through the iteration with nearly the same control torque,
which means that we can enhance the tracking error without requiring more energy.
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Abstract. This paper addresses the boundary control law of a viscous Burgers’
equation with a Dirichlet actuation. The control objective consists in achieving a
desired set point for a punctual output defined at a given spatial position. This
control problem is characterized by an infinite characteristic index. To tackle this
problem in the framework of geometric control, a design approach based on the
concept of the characteristic index is proposed. First, it is proposed to convert the
boundary control problem to an equivalent punctual control problem based both on
the linearization of the equation and the Laplace transform in space domain. Then,
to have a finite characteristic index, an auxiliary controlled output is defined and a
control law that achieves a global linearization between an external variable (desired
set point) and this auxiliary output is derived. To enforce set point tracking of the
original punctual output, a control strategy is proposed based on the steady state
relation between the punctual and the auxiliary outputs. The performance of the
proposed control strategy is evaluated via numerical simulation runs.

Keywords: Boundary control · Burgers’ equation · Characteristic index
Distributed parameter systems · Geometric control
Partial differential equations

1 Introduction

Many physical systems exhibit complex dynamics and their characteristic variables (state,
controls and outputs) are often inhomogeneous [4, 23]. The modeling of this kind of systems
based on first principles leads to partial differential equations [14]. This class of systems is
termed distributed parameters systems [23] or also infinite dimensional systems [7].

Basically, the control design problem for a distributed parameter system can be tackled
according to two distinguished approaches: early and late lumping [4, 23]. A review of the
different control techniques for distributed parameter systems can be found in [19].

The first approach termed early lumping consists in reducing the distributed param‐
eter system to a finite dimensional system, that is, a lumped parameter system. The model
reduction is achieved either by approximating the partial differential equations or their
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solutions [5, 14, 23]. The early lumping approach allows to take advantage from the
well developed and well established control theory of lumped parameter systems.
Nevertheless, it is well known that the reduction process often masks the infinite dimen‐
sional nature of the distributed parameter system [6, 23, 25] and the design based on the
reduced model leads to a controller that achieves poor performance [6]. For these
reasons, the second approach, termed late lumping, constitutes an interesting alternative
design approach.

The principle of the late lumping approach consists in designing the controller using
directly the partial differential equations model [4, 6]. This allows to keep the distributed
nature of the system and yields controllers with acceptable quality control [8, 11, 16,
17, 24]. In the case of linear distributed parameter systems, the early lumping approach
has been successfully applied using the semigroup theory [7, 10] that extends the finite
dimensional control theory to linear distributed parameter systems [7]. On the other
hand, the control design of nonlinear distributed parameters based on the late lumping
systems is a difficult task and remains an active research area [2, 3]. It might be noted
that the development of a unified control theory for nonlinear distributed parameter
systems is almost impossible. This research field is investigated case-by-case by
assuming the important particular classes of partial differential equations (e.g. first-order
hyperbolic equation, quasilinear and nonlinear parabolic equations) [6, 8, 17].

Among important nonlinear partial differential equation, Burgers’ equation has
attracted considerable attention. This nonlinear second-order partial differential equa‐
tion describes a flow phenomenon that exhibits both convective and viscous forces [28].
The control of Burgers’ equation, which presents a challenging problem, has been
addressed by the control community. However, it is worth noting that most contributions
are based on the early lumping approach [1, 13, 20, 21, 26]. The control design based
on the late lumping approach remains less explored and few contributions are reported
in the literature [12, 15].

In this paper, following the late lumping approach, a control strategy that enforces set
point tracking for Burger’s equation is developed in the framework of the geometric control.

The rest of the paper is structured as follows. The boundary control problem of Burg‐
er’s equation is formulated in Sect. 2. In Sect. 3, for the controller design purpose, the
formulated boundary control problem is converted to a punctual control one. Section 4 is
devoted to the controller design. The global strategy that enforces the set point tracking for
a given punctual output is presented in Sect. 5. In Sect. 6, the performance of the proposed
strategy is demonstrated by simulation. The paper ends with a conclusion.

2 Control Problem Formulation

The control problem addressed in this paper is formulated as follows. Let us consider
the following dimensionless viscous Burgers’ equation that describes the fluid dynamic
behavior [28]:

𝜕x(z, t)

𝜕t
= −x(z, t)

𝜕x(z, t)

𝜕z
+ v

𝜕2x(z, t)

𝜕z2 , z ∈ Ω (1)
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with the following Dirichlet boundary conditions

x(0, t) = 0 (2)

x(1, t) = u(t) (3)

and the initial condition

x(z, 0) = x0(z) (4)

with Ω = [0, 1].
Assume a punctual output variable defined as follows

y(t) = x
(
zi, t

)
(5)

where zi is a given spatial position, that is, zi ∈ Ω.
The objective consists in designing a control law u(t) that forces the output variable

to track a desired set point reference yd(t).
In the formulated control problem, z and t are independent space and time variables,

respectively. Ω is the spatial domain and 𝜕Ω = {0, 1} are the boundaries of Ω. x(z, t) is
the state (the fluid velocity), u(t) is the manipulated variable (actuation) applied at z = 1
and x0(z) is the initial spatial profile. v > 0 is the fluid viscosity coefficient.

The aim of the present work is to tackle the boundary control problem in the frame‐
work of geometric control. The idea is to achieve a global linearization using the char‐
acteristic index concept [6]. Nevertheless, by calculating the successive temporal deriv‐
atives of the output variable (5), one concludes that the formulated control problem is
characterized by an infinite characteristic index. To overcome this difficulty, it is
proposed to convert the boundary control problem to a new one with a punctual actuation
and an auxiliary output defined as the spatial weighted average of the state x(z, t)

according to [18]. Note that the formulated boundary control problem is characterized
by an unbounded control operator that introduces technical complexities, which makes
the design problem, based on state theory, difficult [7, 9].

3 Punctual Control Equivalent Form

To derive the punctual control equivalent form of the formulated boundary control
problem, the Laplace transform in the spatial domain is used [16]. To exploit this Laplace
transform property, let us introduce the following change of variables

𝜉 = 1 − z (6)

x(z, t) = x(1 − 𝜉, t) (7)

= w(𝜉, t) (8)

hence, Burgers’ Eq. (1) is transformed as
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𝜕w(𝜉, t)

𝜕t
= w(𝜉, t)

𝜕w(𝜉, t)

𝜕𝜉
+ v

𝜕2w(𝜉, t)

𝜕𝜉2 , 𝜉 ∈ Ω (9)

with the following boundary conditions

w(0, t) = u(t) (10)

w(1, t) = 0 (11)

and the output variable (5) takes the following form

y(t) = w
(
𝜉i, t

)
, 𝜉i ∈ Ω (12)

The next step consists in performing a linearization of the resulting Burgers’ Eq. (9)
around the steady state profiles ws for a given us. For this purpose, the technique of small
perturbations is used. Assume that the control u(t) is perturbed by a small amount 𝜀U( t)

that results in a small variation 𝜀W(𝜉, t) of the state W(𝜉, t), that is,

u(t) = us + 𝜀U(t) (13)

w(𝜉, t) = ws + 𝜀W(𝜉, t) (14)

where 𝜀 is a small positive number.
Then by substituting the variables w(𝜉, t) and u(t) by their expressions given by (14)

and (13) in Eqs. (9), (10) and (11), we obtain

𝜀
𝜕W(𝜉, t)

𝜕t
= 𝜀2 W(𝜉, t)

𝜕W(𝜉, t)

𝜕𝜉
+ 𝜀 ws

𝜕W(𝜉, t)

𝜕𝜉
+ 𝜀 v

𝜕2W(𝜉, t)

𝜕𝜉2 (15)

ws + 𝜀W(0, t) = us + 𝜀U(t) (16)

ws + 𝜀W(1, t) = 0 (17)

Neglecting the first term of the right-hand side (the second order term O
(
𝜀2
)
) of

Eq. (15) and dividing by 𝜀, the following linearized equation results

𝜕W(𝜉, t)

𝜕t
= ws

𝜕W(𝜉, t)

𝜕𝜉
+ v

𝜕2W(𝜉, t)

𝜕𝜉2 (18)

In addition, at steady state, from the boundary conditions (10) and (11), it follows
that ws = us and ws = 0, therefore Eqs. (16) and (17) yield the following boundary
conditions

W(0, t) = U(t) (19)

W(1, t) = 0 (20)

for the linearized Eq. (18).
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Hence, the Laplace transform in the space domain of Eq. (18) gives

dW(s, t)

dt
= ws

(
s W(s, t) − W(0, t)

)
+ v

(
s2W(s, t) −

𝜕W(𝜉, t)

𝜕𝜉

||||𝜉=0
− s W(0, t)

)
(21)

where W(s, t) is the Laplace transform in the space domain of W(𝜉, t). Then, taking into
account the boundary condition (19), Eq. (21) can be written

dW(s, t)

dt
= ws

(
s W(s, t) − U(t)

)
+ v

(
s2W(s, t) −

𝜕W(𝜉, t)

𝜕𝜉

||||𝜉=0
− s U(t)

)
(22)

or equivalently as follows

dW(s, t)

dt
= ws

(
s W(s, t) − W(0, t) − U(t)

)
+ v

(
s2W(s, t) −

𝜕W(𝜉, t)

𝜕𝜉

||||𝜉=0
− s W(0, t)

)
− vsU(t) (23)

with

W(0, t) = 0 (24)

Applying the inverse Laplace transform in (23), we get

𝜕W(𝜉, t)

𝜕t
= ws

𝜕W(𝜉, t)

𝜕𝜉
+ v

𝜕2W(𝜉, t)

𝜕𝜉2 −

(
ws 𝛿(𝜉) + v

d𝛿(𝜉)

d𝜉

)
U(t) (25)

with the following boundary conditions

W(0, t) = 0 (26)

W(1, t) = 0 (27)

where 𝛿(𝜉) is Dirac delta-function [22].
Equations (25), (26) and (27) represent the equivalent punctual control form of the

linearized boundary control Eq. (18) with boundary conditions (19) and (20). Clearly,
for any steady state profile ws, the boundary condition (26) is homogeneous and the
control variable U(t) appears in state-space Eq. (25). Consequently, the certainty equiv‐
alence principle yields the following nonlinear punctual control form

𝜕w(𝜉, t)

𝜕t
= w(𝜉, t)

𝜕w(𝜉, t)

𝜕𝜉
+ v

𝜕2w(𝜉, t)

𝜕𝜉2 −

(
ws 𝛿(𝜉) + v

d𝛿(𝜉)

d𝜉

)
u(t) (28)

w(0, t) = 0 (29)

w(1, t) = 0 (30)

of the boundary control form given by Eqs. (1), (2) and (3).
Figure 1 illustrates the physical meaning of the transformation of the boundary

actuation to a punctual actuation. In the equivalent punctual problem, the actuation is
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applied inside the space domain Ω whereas in the boundary case, the actuation is applied
through the boundary condition 𝜕Ω at z = 1.

u(t)
z = 0 z = 1
Boundary actuation

u(t)

z = 0 z = 1
Punctual actuation

Fig. 1. Equivalence between boundary and punctual actuations.

Note that, in the obtained equivalent punctual control, the control u(t) appears in the
state Eq. (28), that allows to take advantage from the state control theory, which is done
in this work in the framework of geometric control.

Now, it is easy to verify that this punctual boundary control with the output (12) is
also characterized with an infinite characteristic index. Thus, to have a finite character‐
istic index, the approach proposed by [18] is used. Instead of controlling the punctual
output (12), the following auxiliary output is considered

ym(t) = ∫
1

0
𝜉 w(𝜉, t) d𝜉 (31)

which is the spatial weighted average of the state w(𝜉, t).

Remark 1. Notice that Eq. (31) with respect to the space variable z yields

ym(t) = ∫
1

0
(1 − z) x(z, t) dz (32)

4 Input-Output Linearization

In this section, a control law u(t) that forces the auxiliary output (31) to track a desired
set point reference yd

m
(t) is derived using the notion of the characteristic index from the

geometric control theory. Thus, the first time derivative of (31) yields

dym(t)

dt
= ∫

1

0
𝜉
𝜕w(𝜉, t)

𝜕t
d𝜉

= ∫
1

0
𝜉

(
w(𝜉, t)

𝜕w(𝜉, t)

𝜕𝜉
+ v

𝜕2w(𝜉, t)

𝜕𝜉2

)
d𝜉

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
I1

(33)
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−

[

∫
1

0
𝜉

(
ws 𝛿(𝜉) + v

d𝛿(𝜉)

d𝜉

)
d𝜉

]
u(t)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
I2

(34)

Then, by taking into account the properties of the Dirac delta-function [22], the
integration by parts of the second integral term of the right-hand side of Eq. (34) gives

I2 = −v ≠ 0 (35)

which implies that the characteristic index 𝜎 = 1 since the viscosity coefficient v > 0.

Remark 2. From Eq. (35), it may be concluded that the integral term I2 is actually
independent of the steady-state profile ws.

Now, having a characteristic index 𝜎 = 1 implies that there exists a control law u(t)
that enforces a dynamic behavior of a first-order linear system between the set point
reference yd

m
(t) and the auxiliary output ym(t), that is,

𝜏
dym(t)

dt
+ ym(t) = yd

m
(t) (36)

where the time constant 𝜏 is the controller tuning parameter used to achieve a desired
dynamics of the controlled output ym(t).

The control law u(t) is obtained easily by substituting ym(t) and its first derivative
dym(t)∕dt by their expressions given by Eqs. (31) and (34), respectively, into Eq. (36),
and solving the resulting algebraic equation with respect to u(t), which leads to the
following control law

u(t) =
1
𝜏 v

[
yd

m
(t) − ym(t) − 𝜏 ∫

1

0
𝜉

(
w(𝜉, t)

𝜕w(𝜉, t)

𝜕𝜉
+ v

𝜕2w(𝜉, t)

𝜕𝜉2

)
d𝜉

]
(37)

which can be written under the following form

u(t) =
1
𝜏 v

[
yd

m
(t) − ym(t) − 𝜏 ∫

1

0
𝜉 w(𝜉, t)

𝜕w(𝜉, t)

𝜕𝜉
d𝜉 − v 𝜏 ∫

1

0
𝜉
𝜕2w(𝜉, t)

𝜕𝜉2 d𝜉

]
(38)

and the integration by parts of the second integral yields

u(t) =
1
𝜏 v

[

yd
m
(t) − ym(t) − 𝜏 ∫ 1

0 𝜉 w(𝜉, t)
𝜕w(𝜉, t)

𝜕𝜉
d𝜉 − v 𝜏

(
𝜉
𝜕w(𝜉, t)

𝜕𝜉
− w(𝜉, t)

)|||||

𝜉=1

𝜉=0

]

(39)

Hence, by assuming the boundary conditions (29) and (30), the control law (39)
results

u(t) =
1
𝜏 v

[
yd

m
(t) − ym(t) − v 𝜏

𝜕w(𝜉, t)

𝜕𝜉

||||𝜉=1
− 𝜏 ∫

1

0
𝜉 w(𝜉, t)

𝜕w(𝜉, t)

𝜕𝜉
d𝜉

]
(40)
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Then, by taking into account the change of variables (6) and (8), the obtained control
law (40) can be expressed with respect to the original space variable z as follows

u(t) =
1
𝜏 v

[
yd

m
(t) − ym(t) + v 𝜏

𝜕x(z, t)

𝜕z

||||z=0
+ 𝜏 ∫

1

0
(1 − z) x(z, t)

𝜕x(z, t)

𝜕z
dz

]
(41)

5 Global Control Strategy

As explained above, the auxiliary output (31) is introduced only to ensure the existence
of a finite characteristic index. But recall that the main objective is to control the punctual
output (5). Note that the designed control law (41) forces the auxiliary output ym(t) to
track its desired set point reference yd

m
(t). In this section, a control strategy is proposed

to force the punctual output (12), that is, the punctual output (5) to track its set point
reference yd(t).

At steady state, a relation between yms
 and ys can be found by simulation runs by

assuming several values of the desired output yd
m
(t). It is worth noting that this relation

cannot be carried out analytically due to the nonlinear nature of Burgers’ equation. Let
us denote the mapping, at steady-state between yms

 and ys, by f , that is,

yms
= f

(
ys

)
(42)

Now, as

yms
= limt→∞ ym(t) (43)

the desired set point reference yd
m
(t) can be defined with respect to yd(t) using Eq. (42).

Therefore, the control law (41) takes the following form

u(t) =
1
𝜏 v

[
f
(
yd(t)

)
− ym(t) + v 𝜏

𝜕x(z, t)

𝜕z

||||z=0
+ 𝜏 ∫

1

0
(1 − z) x(z, t)

𝜕x(z, t)

𝜕z
dz

]
(44)

and the structure of the proposed control strategy is given by Fig. 2.

yd(t)
f(.)

(Mapping (42))
ydm(t) Control law

(41)
u(t) Burgers equation

(1) y(t)

x(z, t)

Control strategy

Fig. 2. Structure of the proposed control strategy.
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6 Evaluation of the Control Strategy Performance

In this section, the performance of the proposed control strategy is evaluated by means
of numerical simulation using the method of lines [27] with 200 spatial discretization
points. The integral term of the control law is evaluated using the trapezoidal quadrature.
The values used for the parameters are: v = 0.1 and 𝜏 = 1. The initial space profile
x(z, 0) = 0.

To get a smooth control variation, the desired set point yd(t) is filtered by a first order
system, that is,

𝜏f

dyd
f
(t)

dt
+ yd

f
(t) = yd(t) (45)

The first simulation run concerns the tracking capability of the control law (41). Thus
a desired set point step yd

m
(t) = 0.05 is specified at t = 1. Figure 3 shows that the auxiliary

output ym(t) tracks perfectly its reference with a first order dynamics (Eq. 36). The moves
of the control law (41) are depicted in Fig. 4.

0 5 10 15
0

0.01

0.02

0.03

0.04

0.05

0.06

Time

y m
(t
)

 

 

ydm(t)
ym(t)

Fig. 3. Evolution of the auxiliary output ym(t).

The second simulation run deals with the tracking capabilities of the proposed control
strategy (see Fig. 2). The objective is to force the state x(z, t) at the position zi = 0.5, that
is, the punctual output

y(t) = x(0.5, t) (46)

to track a specified reference yd(t).
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Let us identify the mapping (42), that is, the function f (.). This is achieved by
considering several values of yd

m
(t). Then, the corresponding values of both yms

 and ys,
at steady-state, are collected and fitted (Fig. 5) by the following third-order polynomial

yms
= 0.7971y3

s
− 0.0514y2

s
+ 0.3402ys (47)
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Fig. 5. Data points and best fit.

The mapping (47) allows to define the set point yd
m
(t), used in the control law (41),

directly by specifying the desired set point reference yd(t). In the performed simulation
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−0.1

0
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0.2

0.3

0.4

0.5

0.6

Time

u
(t
)

Fig. 4. Evolution of the control u(t).
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run, two step changes yd(t) = 0.1 and yd(t) = 0.2 are specified at t = 1 and t = 15, respec‐
tively. Figure 6 shows clearly that the tracking of the specified references is achieved
with a smooth evolution of the control law u(t) (Fig. 7).
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Fig. 6. Evolution of the punctual output y(t).
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Fig. 7. Evolution of the control u(t).

7 Conclusion

In this paper, a boundary control strategy for a viscous Burgers’ equation, with a
Dirichlet actuation and punctual output, is proposed. The proposed control strategy
involves a state feedback that forces an auxiliary output (the spatial weighted average
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of the state) to track a set point reference, which is defined as the image of the punctual
output set point reference. This image is obtained by means of the steady-state between
the two outputs.

To design the state feedback and at the same time overcome the problem of the
nonexistence of a characteristic index for the boundary control, an equivalent punctual
control problem is derived based on the local linearization (around a steady state profile)
and the Laplace transform in the space domain. Thereafter, to make the equivalent
punctual problem tractable in the framework of geometric control, an auxiliary output
is introduced. Then, based on the notion of the characteristic index, a control law that
achieves the set point tracking for the auxiliary output is determined. To solve the orig‐
inal control problem, that is, to control the punctual output, it is proposed to define the
set point reference of the auxiliary output from that of the punctual output. This is
accomplished by fitting several steady state values of the auxiliary and punctual outputs.

Simulation runs are performed to evaluate the performance of the proposed control
strategy and the reported results show clearly its set point tracking capabilities.
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Abstract. This work presents a solution to the Simultaneous Localization and
Mapping (SLAM) problem of Unmanned Ground Vehicle (UGV) supported by
a stereovision camera. There are many ways to approach this problem, mostly
based on the sequential probabilistic process. The EKF-SLAM algorithm is one
popular solution based on Extended Kalman Filter (EKF) to solve this problem
that struggles with Jacobians’ calculation. FAST-SLAM is another popular
algorithm based on the Rao-Blackwellized particle filter that has issues with
real-time implementation. As a means to ameliorate the SLAM solution
limitations, especially when the process and observation models contain
uncertain parameters, a new adaptive Boundary Layer With algorithm based on
the Smooth Variable Structure Filter (ASVSF) is proposed to solve the UGV
visual SLAM problem. Hence, the adaptive SVSF-SLAM algorithm is proposed
with an original formulation. This algorithm was implemented on Pioneer 3-AT
mobile robot, using a stereo vision sensor in 3D. Simulation results show
efficiency and give an advantage face modeling uncertainties and noises and it
has significantly improved the performance of the estimation process.

Keywords: Localization � Map building � Autonomous navigation
Odomter/Vision sensor fusion � Mobile robot

1 Introduction

Mobile robots are finding a way more and more in our daily life from many applica-
tions such as vacuum cleaners to autonomous driving vehicles. Many algorithms exist
today to solve SLAM problems for the single mobile robot. Many studies, experiments
and research were made covering this topic. For instance, Sty in [1] talks about the
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solution to the SLAM problem which is indispensable for making robots fully
autonomous. In [2], research treats the problem of SLAM with the growing uncer-
tainties supported by simulation and experimental validation. The famous popular
SLAM solution was provided by Smith and Cheeseman in a seminar paper in 1986;
and it was developed as a carried out systematically by Moutarlier and Chatila [3]. In
[4, 19], we find the Extended Kalman Filter (EKF) based solution specifically for visual
SLAM.

The EkF approximates the SLAM posterior as high-dimensional Gaussian overall
features in the map and the robot pose. Another type of filter started to appear, it uses
the principle of the Unscented Kalman Filter (UKF) that consists of a Gaussian random
variable in N dimensions using 2N + 1 samples, in a unique dimension known as
sigma points [10]. Though the UKF is not exempt, it suffers less from linearization and
also of poor landmarks as in the EKF. However, in [5, 6] the Visual SLAM treated
based on Fast-SLAM. This algorithm uses Rao-Blackwellised particle filter estimation
scheme which utilizes the multi-hypothesis data association and logarithmic com-
plexity instead of quadratic one [5]. The work presented in [7, 8] is a part of research
work done on autonomous navigation for Unmanned Ground Vehicle (UGV), using the
Smooth Variable Structure Filter which is based on sliding mode control and estimation
concepts and don’t require covariance derivation.

In this paper, we presented the development of an adaptive version of the Smooth
Variable Structure Filter (ASVSF) based on sliding model theory, using covariance
matrices to evaluate the uncertainty of the estimation with optimal adaptive smoothing
boundary layer vector to solve the visual SLAM problem. This filter presents a stability
and robustness faculties in modeling uncertainties [9, 10], which is capable of being
done for the localization and mapping problem of UGV. The paper opens up a new
field of a robust recursive estimation adaptive SVSF that deals efficiently with initial
conditions and modeling errors of odometer/stereo vision system. Previous studies
utilized a stereo vision camera as the best solution for SLAM problem, using an
adaptive SVSF filter. The success of this application depends highly on the accuracy
and robustness of the strategy for the adaptive Smooth Variable Structure Filter SLAM
implementation. The work presented in this paper is organized as follows: Sect. 2
illustrates the process models of UGV and stereo vision sensor. Section 3 describes the
SVSF-SLAM algorithm. Section 4 represents the adaptive SVSF-SLAM algorithm in
details. Simulation and discussion are presented in Sect. 5 and concluding in Sect. 6.

2 Process Models of UGV and Stereo Vision Sensor

2.1 Process Model

The UGV which is used in this work is the Pioneer P3-AT (see Fig. 1). The P3-AT is a
non-holonymic robot with four wheels. We assume that the robot is operating in planar
environments. The state vector considered is ½Xr; Yr; hr� with Xr; Yrð Þ presents the
coordinates of the robot in the global coordinate and hr describes its orientation. We
note that the robot is controlled by two velocities at sample k: v kð Þ and x kð Þ that are
presented a translational velocity and rotational velocity respectively. The control input
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at sample k by U kð Þ ¼ v kð Þ;x kð Þ½ �T , According to [13], we can estimate the robot’s
current location by

Xr kþ 1ð Þ
Yr kþ 1ð Þ
hr kþ 1ð Þ

0
@

1
A ¼

Xr kð ÞþDTv kð Þ cos hr kð Þð Þ
Yr kð ÞþDTv kð Þ sin hr kð Þð Þ

hr kð ÞþDTx kð Þ

0
@

1
Aþ

exr
eyr
ehr

0
@

1
A ð1Þ

The robot evolution model reflects the relationship between the robot previous
states XR kð Þ and its current state XR kþ 1ð Þ. In SLAM, the system state vector has a
position of the UGV which is defined as XR. It is represented by XR ¼ Xr; Yr; hr½ �T2 R3,
and we call a collection of M features a map such that L ¼ ½L1. . .LM �T , DT is the
sample period, exr ;yr ;hr are the noises that arise from the encoder and wheels slipping,
etc. In this paper, we will use a point feature such that for the i^th landmark:
Li ¼ xi; yi; zi½ �T . Where x, y and z are the coordinates of the point in a global frame of
reference. We can write the Eq. (1) as follows

XR kþ 1ð Þ ¼ f XR kð Þ;U kð Þð Þþ exr ;yr ;hr ð2Þ

2.2 Stereo Vision Sensor Model

The perspective camera model comprehends intrinsic and extrinsic parameters. This
model makes sure the geometric transformation between camera/image and
world/camera reference frames respectively [15] (see Fig. 2).

• Intrinsic Parameters

Intrinsic parameters of a camera are defined by the horizontal and vertical scale
factor Kv and Ku, the image center coordinates u0 and v0 given in the image frame and
the focal distance f as (transformation camera/image).

Ic ¼
au 0 u0 0
0 av v0 0
0 0 1 0

2
4

3
5; with au ¼ �fxKu

av ¼ �fxKv

�

Fig. 1. Pioneer 3-AT robot equipped with a camera stereo vision
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• Extrinsic Parameters

These parameters describe the transformation of the world to camera frame con-
tributed by the homogeneity matrix A(transformation world/camera). The matrix A is a
combination of a rotation matrix R and a translation matrix t from the world frame to
the camera frame and obviously, the matrix A changes with the camera UGV
displacement:

A ¼
r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1

2
664

3
775 ¼ R t

0 1

� �

• Observation Point Based Model

In order to perform the SLAM, the robot which must be filled to select and tracks
the landmarks in its environment to localize itself. In this paper, we opt for a point
landmark in 3D. To compute relative measurement of the landmarks obtained from the
images acquired from the stereo vision sensor. For the simulation of the SVSF visual
SLAM algorithm, we use theoretical data sets (a set of 3D points) early produced
instead of using real data. During the robot motion, the point landmarks included in the
vision sensor field (Fig. 3) are detected in 3D space [14].

As said previously, the stereo vision sensor provides relative measurement

Z ¼ Lrx; L
r
y; L

r
z

h iT
of the landmarks with respect to the robot frame, this measurement

(observation) will be noted Z. The model representing the robot frame coordinates of

an individual landmark, according to its global frame coordinates Lg ¼ Lgx ; L
g
y ; L

g
z

h iT

Fig. 2. Camera model
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and the robot configuration R ¼ xr; yr; 0½ �T is called the direct model observation and
will be noted [13, 24] (Fig. 4).

Z ¼ h R; Lgð Þþ ex;y;z ð3Þ

Z ¼ MGR

Lgx � xr
Lgy � yr
Lgz � 0

2
4

3
5þ

ex
ey
ez

2
4

3
5 ð4Þ

where ex;y;z presents the measurement noises and the global to robot projection matrix
MGR is denoted by

MGR ¼
cos hrð Þ sin hrð Þ 0
� sin hrð Þ cos hrð Þ 0

0 0 1

2
4

3
5 ð5Þ

Fig. 3. Observation system geometry

Fig. 4. Sensor vision field of UGV
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• Inverse Observation Point Based Model

The new observed landmark must be initialized previously to be added to the state
vector [14]. The initialization process is in fact the best estimation of the landmark
position, and it is a fundamental point to SLAM implementation. The observation
model stated in (4) gives three equations for three dimension variable Lg. The 3D

coordinates of a new landmark Lgx ; L
g
y ; L

g
z

h iT
with respect to the global framework are

initialized by solving (3) as follows

Lg ¼ h�1 R; Zð Þ ð6Þ

Lg ¼ MGRð Þ�1ZþR ð7Þ

3 SVSF-SLAM Algorithm

The smooth variable structure filter was introduced in 2007 by Saeid R. Habibi. This
filter is based on the sliding mode control and estimation techniques, and is formulated
in a predictor-corrector fashion. As shown in the following (Fig. 5), the SVSF utilizes a
switching gain to converge the estimates to within a boundary of the true state values
(i.e., existence subspace), this creates a robust and stable estimation strategy [8, 12].
The SVSF has been shown to be stable and robust to modeling uncertainties and noise,
when given an upper bound on the level of unmodeled dynamics and noise [16].

In the following section we investigate the ASVSF proposed as an alternative
solution to solve the SLAM algorithm problem. We begin by considering the form of
SVSF to nonlinear systems, which is necessary to solve our Unmanned Ground
Vehicle SLAM problem. The estimation process may be summarized by (8) to (15),
and is repeated iteratively. An a priori state estimate is calculated using an estimated
model of the system [8, 25]. This a priori value is then used to calculate an a priori

Fig. 5. SVSF estimation concept
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estimate of the measurement, defined by (13). A corrective term, referred to as the
SVSF gain, is calculated as a function of the error in the predicted output, as well as a
gain matrix and the smoothing boundary layer width. The correct term calculated in
(10) is then used in (15) to find the posteriori state estimate. Two critical variables in
this process are the priori and a posteriori output error estimate, defined by (13) and
(14) respectively [17, 22]. Note that (13) is the output error estimate from the previous
time step, and is used only in the gain calculation.

X̂ kþ 1ð Þ ¼ f X̂ kð Þ;U kð Þ� � ð8Þ

Ẑ kþ 1ð Þ ¼ h X̂ kð Þ� � ð9Þ

U kð Þ represents the input control vector. The SVSF guarantees bounded-input
bounded-output stability and the convergence of the estimation process by using the
Lyapunov stability condition [17]. The derivation of the SVSF gain and its stability
conditions can be found in [11]. The gain is computed using the priori, the posteriori
measurement error, the smoothing boundary layer widths /, convergence rate c and
measurement matrix H kþ 1ð Þ [17, 23] as follows

KSVSF
kþ 1 ¼ Ĥ kþ 1ð Þ� �þ

diag ez kþ 1=kð Þ
�� ��

Abs þ c ez kþ 1=kþ 1ð Þ
�� ��

Abs

� 	o
Sat u�1ez kþ 1=kð Þ

� �h i
diag ez kþ 1=kð Þ

� �
 ��1

ð10Þ

Fig. 6. Simulation results with adaptive SVSF-VSLAM

Visual SVSF-SLAM Algorithm Based on Adaptive Boundary Layer Width 103



where

• o represents “Schur” multiplication element-by-element;
• þ refers to the pseudo inverse of a matrix;
• H kþ 1; jð Þ ¼ h kþ 1; jð ÞFX;i is the derivative of h with respect to the state vector

X kþ 1ð Þ, we note that h depends only of the robot pose R kþ 1ð Þ and the location of
the ith landmark, where i is the index of the observed landmark at time k and j is the
index of an individual landmark observation in h kþ 1; jð Þ. FX;i is calculated as
follows

FX;i ¼

1 0 0 0 . . . 0 0 0 0 0 . . . 0
0 1 0 0 . . . 0 0 0 0 0 . . . 0
0 0 1 0 . . . 0 0 0 0 0 . . . 0
0 0 0 0 . . . 0 1 0 0 0 . . . 0
0 0 0 0 . . . 0 0 1 0 0 . . . 0
0 0 0 0 . . . 0 0 0 1 0 . . . 0

2
6666664

3
7777775

ð11Þ

We can write Ĥ kþ 1ð Þ� �þ
as follows

H kþ 1ð Þð Þþ¼ FX;i
� �T

h kþ 1; jð Þð Þþ , with knowing that:

h kþ 1; jð Þ ¼ ui; vi½ � ¼ h X kþ 1; Lf ;kþ 1
i

� 	� 	
represents the observation model of

the SVSF-SLAM algorithm.

• u�1 is a diagonal matrix constructed from the smoothing boundary layer vector u,
such that

u�1 ¼ diag uð Þ½ ��1¼

1
u1

0 0

0 . .
.

0
0 0 1

uMi

2
664

3
775, with Mi represents the number of

measurements.
• Sat u�1ez kþ 1ð Þ

� �
represents the saturation function:

Sat u�1ez kþ 1;ið Þ
� � ¼

þ 1; ez kþ 1;ið Þ
ui

� 1
ez kþ 1=k;ið Þ

ui
; �1\ ez kþ 1;ið Þ

ui
\1

�1; ez kþ 1;ið Þ
ui

� � 1

8><
>: ð12Þ

ez kþ 1=kð Þ ¼ Z kþ 1ð Þ � Ẑ kþ 1=kð Þ ð13Þ

ez kþ 1=kþ 1ð Þ ¼ Z kþ 1ð Þ � Ẑ kþ 1=kþ 1ð Þ ð14Þ
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The update of the state estimates can be calculated as follows

X̂ kþ 1=kþ 1ð Þ ¼ X̂ kþ 1=kð ÞþKSVSF
kþ 1 ez kþ 1=kð Þ ð15Þ

SLAM is the problem of constructing a model of the environment being traversed
with on board sensors, while at the same time maintaining an estimate of the vehicle
location within the model. The SVSF filter provides a robust and stable estimate to
modeling uncertainties and errors [11, 17]. There are two main SVSF design param-
eters. The first parameter c which control the speed of convergence, where the second
u refers to the boundary layer width which is used to smooth out the switching action.
These parameters should be chosen carefully. c is a diagonal matrix with elements were
set to the following:

0\ci � 1 ð16Þ
According to [10], the estimation process is stable and converges to the existence

subspace if the following condition is satisfied

ez kð Þ
�� ��

Abs [ ez kþ 1ð Þ
�� ��

Abs ð17Þ

In this section, a framework for feature map SLAM based point on the SVSF is
presented. Like EKF-SLAM, SVSF-SLAM is a kind of stochastic SLAM algorithm,
which is performed by storing the vehicle pose and map features in a single state
vector. It consists of following stages: initialization, prediction, data association and
update, finally the management of the map [8, 12].

4 Adaptive SVSF-SLAM Algorithm

As an alternative approach, there is a novel filter, known as the Adaptive smooth
variable structure filter (ASVSF). This research focused on advancing the development
and implementation of the Adaptive SVSF-VSLAM algorithm using matrix covariance
to evaluate the uncertainty of estimating with optimal smoothing boundary layer vector.
In this section, we investigate the ASVSF-VSLAM proposed algorithm as a novel
approach. We will show the nonlinear ASVSF which is necessary to solve our
Unmanned Ground Vehicle SLAM problem [7, 8]. The initial conditions used by the
ASVSF-VSLAM algorithm were the same as those used by the EKF/SVSF-SLAM
algorithm. The Adaptive SVSF-VSLAM algorithm can be described as follows [20]:

• Initialization

The process estimation needs the initialization of the original pose X̂0 of the
coordinate system and covariance matrix P0. The posteriori measurement error vector
ez0 can be is initialized arbitrary in the ASVSF-VSLAM algorithm.
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X0 ¼ ½R0; L
f ;0
1 ; . . .; L

f ;0
M0
�T ; P0 ¼

0 0 0 0 . . . 0
0 0 0 0 . . . 0
0 0 0 0 . . . 0
0 0 0 r2m . . . 0

..

. ..
. ..

. ..
. . .

. ..
.

0 0 0 0 . . . r2mM

2
66666664

3
77777775
; ez0=0 ¼ ½ez10 ; . . .; e

zM0
0 �T

where X̂0 ¼ 0; 0; 0½ �T is the initial pose of the UGV, P0 is the covariance matrix and M0

is the number of initial feature. Zk ¼ Z1; . . .ZM½ �T be a set of system measurements.

• Prediction

The prediction stage is a process, which deals with vehicle motion based on
incremental dead reckoning estimates and increases the uncertainty of the vehicle pose
estimate [8]. First, the state vector is augmented with a control input U kð Þ. We consider
the following process for the ASVSF estimation strategy, as applied to a nonlinear
system. The predicted state estimates X kþ 1=kð Þ and the predicted covariance matrix
P kþ 1=kð Þ are first calculated as follows [20, 21]:

1- X kþ 1ð Þ ¼ f X̂ kð Þ; Û kð Þ� � ¼ f R kþ 1ð Þ; Lf ;kþ 1
i

� 	
2- P kþ 1=kð Þ ¼ rFXP k=kð ÞrFT

X þrFUQ kð ÞrFT
U

where rFX and rFU be the Jacobian matrices of f :ð Þ with respect to X kþ 1ð Þ
evaluated at an elsewhere specified point, denoted by

rFX ¼
J1 0 � � � 0
0 1 � � � 0
..
. ..

. . .
. ..

.

0 0 � � � 1

2
664

3
775 and rFU ¼

J2
0
..
.

0

2
664

3
775

where J1 ¼ @f :ð Þ
@xr

;
@f :ð Þ
@yr

;
@f :ð Þ
@hr

� �
¼

1 0 �v sin hrð ÞDT
0 1 v cos hrð ÞDT
0 0 1

2
64

3
75;

J2 ¼ @f :ð Þ
@v

;
@f :ð Þ
@x

� �
¼

cos hrð ÞDT 0
sin hrð ÞDT

0

0

DT

2
64

3
75

• Data association and control update
The feature already stored in the map is observed by a vision sensor with the
measurement Z kþ 1ð Þ.

3- For all features observations Z kþ 1; jð Þ
4- Ẑ kþ 1; ið Þ ¼ h X̂ kþ 1ð Þ� � ¼ h R̂ kþ 1ð Þ; Lf ;kþ 1

i

� 	
5- If the landmark j is seen before (correspondence is founded)
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The posteriori measurements error vector ez kþ 1;ið Þ 2 R3�1 may be calculated by

6- ez kþ 1;ið Þ ¼ Ẑ kþ 1; jð Þ � Z kþ 1; ið Þ
Pu
kþ 1=k 2 R6�6 is the matrix that is extracted from P kþ 1=kð Þ is calculated by

7- Pu
kþ 1=k ¼

PR PLf ;kþ 1
i ;R

PR;Lf ;kþ 1
i

PLf ;kþ 1
i

" #
, where PR 2 R3�3;PLf ;kþ 1

i ;R 2 03�3 and PLf ;kþ 1
i

2

R3�3: The array width of the boundary layer uopt
kþ 1 2 R2�2 may be calculated by

8-
uopt
kþ 1 ¼ rh kþ 1ð ÞPu

kþ 1=krh kþ 1ð ÞT þR kð Þ
� 	

rh kþ 1ð ÞPu
kþ 1=krh kþ 1ð ÞT

� 	�1

diag ez kþ 1;ið Þ
�� ��

Abs þ c ez kþ 1;ið Þ
�� ��

Abs

� 	h i

where rh kþ 1ð Þ 2 R3�6 ¼ @h X̂ kþ 1=kð Þð Þ
@XR

;
@h X̂ kþ 1=kð Þð Þ

@Lf ;kþ 1
i

� �
Use the uopt to calculate SVSF gain KASVSF

kþ 1 2 R6�3

9-
KASVSF
kþ 1 ¼ H kþ 1; jð Þð Þþ diag ez kþ 1;ið Þ

�� ��
Abs þ c ez kþ 1;ið Þ

�� ��
Abs

� 	o
Sat uopt

kþ 1

� ��1
ez kþ 1;ið Þ

� 	h i
diag ez kþ 1;ið Þ

� �
 ��1

H kþ 1; jð Þð Þþ¼ FT
X;i h kþ 1; jð Þð Þþ used (21) to calculate H kþ 1; jð Þð Þþ . Note

that the matrix h kþ 1; jð Þ ¼ @h X̂ kþ 1=kð Þð Þ
X kþ 1ð Þ is the Jacobian of with respect to R kþ 1ð Þ

and Lf ;kþ 1
i .

h kþ 1; jð Þ ¼
� cos hrð Þ � sin hrð Þ �a1 sin hrð Þþ a2 cos hrð Þ cos hrð Þ sin hrð Þ 0

sin hrð Þ � cos hrð Þ �a1 cos hrð Þ � a2 sin hrð Þ � sin hrð Þ cos hrð Þ 0

0 0 0 0 0 0

2
64

3
75

where a1 ¼ Lf ;kþ 1
x;i � xr and a2 ¼ Lf ;kþ 1

y;i � yr
The gain vector KASVSF

kþ 1 is used to formulate an a posteriori state estimate and the
update of the state estimate can be calculated as follows
10- X̂ kþ 1=kþ 1ð Þ ¼ X̂ kþ 1=kð ÞþKASVSF

kþ 1 ez kþ 1;ið Þ
Update P kþ 1=kþ 1ð Þ 2 R6�6

11-
P kþ 1=kþ 1ð Þ ¼ I6�6 � KASVSF

kþ 1 rh kþ 1ð Þ� �
Pu
kþ 1=k I6�6 � KASVSF

kþ 1 rh kþ 1ð Þ� �T
þKASVSF

kþ 1 R kð Þ KASVSF
kþ 1

� �T
The priori measurements error vector ez kþ 1=kð Þ 2 R3�1 may be calculated by

12- ez kþ 1;ið Þ ¼ Z kþ 1; jð Þ � h R̂ kþ 1ð Þ; Lf ;kþ 1
i

� 	
13- End If
14- End For
15- X̂ kþ 1=kþ 1ð Þ ¼ X̂ kþ 1=kð Þ;P kþ 1=kþ 1ð Þ ¼ P kþ 1=kð Þ

• Map management
As the environment is explored, new features are observed and should be added to
the stored map. In this case, the state vector and the output error estimate matrix
are calculated of the new observation.

16- For all non-associated features, initialization of the new landmark anew.
17- anew ¼ h�1 X̂ kþ 1=kþ 1ð Þ; Z kþ 1=kð Þ� �
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18- Add anew to the state vector X̂ kþ 1=kþ 1ð Þ
Initialization the covariance matrix Pnew 2 R3�3 of anew.

19- Pnew ¼ rh�1
R PR rh�1

R

� �T þrh�1
z R kð Þ rh�1

z

� �T
The measurements of Zj environment are referenced by relative to the position of the

robot, where Zj ¼ Zx;j; Zy;j; Zz;j

 �T

; j 2 1; . . .;M. rh�1
R and rh�1

z are the jacobian
matrices, denoted by

rh�1
R ¼

1 0 �Zx;j sin hrð Þ � Zy;j cos hrð Þ
0 1 �Zx;j cos hrð Þ � Zy;j sin hrð Þ
0 0 1

2
64

3
75 and

rh�1
z ¼

cos hrð Þ � sin hrð Þ 0

sin hrð Þ cos hrð Þ 0

0 0 1

2
64

3
75

Initialization the inter-covariance matrix Pnew;x 2 R3�3M of anew.
20- Pnew;x ¼ rh�1

R PR;x

Use (24) to initialize the posteriori measurement error ez kþ 1;newð Þ of the new landmark
anew.
21- ez kþ 1;newð Þ ¼ Z kþ 1ð Þ � h X̂ kþ 1=kþ 1ð Þ; anew

� �
22- Add ez kþ 1;newð Þ to the posteriori measurement error vector ez kþ 1;ið Þ.

Increment the state vector X̂Incremt.
23- X̂Incremt ¼ X̂ kþ 1ð Þ; anew


 �
Increment the covariance matrix PIncremt.

24- PIncremt ¼ P Px;new

Pnew;x Pnew

� �
25- M ¼ Mþ 1 is the total number of current landmarks.
26- End For

5 Simulation and Discussion

We present the simulation results to validate UGV Visual SLAM algorithm for
Unmanned Ground Vehicle localization problem. The sampling rates used for each
filter and sensors deals in this study are as follows:

fOdom ¼ fCamera ¼ fEKF ¼ fSVSF ¼ fASVSF ¼ 10Hz

We suppose that the observation noise obeys the mixture Gauss distribution as [14]
exr ;yr ;hr � 0:5N 0;R1ð Þþ 0:5N 0;R2ð Þ:

R1 ¼
0:010 0:001 0:002
0:001 0:010 0:001
0:002 0:001 0:010

2
4

3
5 and R2 ¼

0:002 0:010 0:020
0:005 0:002 0:010
0:010 0:005 0:002

2
4

3
5
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The motion noise obeys the Gauss distribution as N 0;Q kð Þð Þ;Q kð Þ ¼
0:020 0:001
0:001 0010

� �
The convergence rate matrix is described by c ¼ diag 0:8; 0:8; 0:8ð Þ, and the width

of the smoothing boundary layer vector used is u ¼ 21; 21; 21½ �.
The visual SLAM (VSLAM) algorithm builds a map consisting of the point land-

marks. The adaptive SVSF provides amore accurate estimate than the EKF/SVSF-SLAM
as shown in the Fig. 6. It is clear that the ASVSF-VSLAM corrected path is consistently
following the reference path better than that of the EKF/SVSF-VSLAM. The good results
show the robustness of the adaptive SVSF/SLAM algorithm than EKF/SVSF-SLAM
especially when the system or observation models are not accurate enough.

As can be seen in Fig. 7, this figure shows the pose estimation RMSExr ;yr ;hr . From
Fig. 8, we can see the convergence of Root Mean Square Error (RMSE) map values. It
is clear that the RMSE values of the ASVSF-VSLAM algorithm is smaller than that
offered by the EKF/SVSF-VSLAM. So we can note that the adaptive SVSF-VSLAM
algorithm accuracy is better than that of the EKF/SVSF-VSLAM algorithms. It is worth
mentioning that, the estimated uncertainty is very small of ASVSF-SLAM in com-
parison to the true uncertainty of the other algorithm. When the robot closes the loop at
the end, revisiting old landmarks should affect the positions of landmarks all around the
loop, which reduces the uncertainty in robot and landmark estimates and become
almost fully correlated. The ASVSF-SLAM algorithm provides more an accurate
position and the better result than EKF/SVSF-SLAM algorithms. The Table 1 confirms
and shows the UGV RMSExr ;yr ;hr and the consumed time by each algorithm used in the
simulation results. The RMSE of the EKF-SLAM algorithm increases proportionally
with the size of the state vector which is quadratic in the number of the current
landmarks on the map. It becomes computationally intractable for large maps. The
ASVSF-SLAM algorithm increases slightly by increasing number of measurements.
On the other hand, the SVSF-SLAM algorithm uses only the UGV state and the
corresponding landmark position to update for each measurement (Table 1).

Fig. 7. Position error of adaptive SVSF-VSLAM algorithm
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6 Conclusion

The main goal of the paper is to come up with tools capable of producing an accurate
automatic localization that could be used in an accurate map management. This paper
offers a new algorithm based on adaptive SVSF for UGV localization and mapping
problem using stereo vision sensor. The proposed adaptive SVSF-SLAM algorithm is
validated and compared to the EKF/SVSF-SLAM algorithms. The new algorithm was
proposed in order to solve the problem of the unknown noise statistic characteristics of
the system in the real world and to deal with the parameters uncertainties and lin-
earization errors. After validation of the proposed algorithms with simulation on
Pioneer-3AT mobile robot, satisfactory results, good accuracy and robustness were
obtained with adaptive SVSF without any assumption on the process and/or obser-
vation model accuracy.
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Abstract. This paper solves the problem of projective lag-synchronization based
on output feedback control for chaotic drive-response systems with input dead-
zone and sector nonlinearities. This class of the drive-response systems is
assumed in Brunovsky form but with unavailable states and unknown dynamics.
To effectively deal with both dead-zone and sector nonlinearities, the proposed
controller is designed in a variable structure frame-work. To online learn the
uncertain dynamics, adaptive fuzzy systems are used. And to estimate the unavail‐
able states, a simple synchronization-error is constructed. To prove the stability
of the overall closed-loop system (controller, observer and drive-response
system) and to design the adaptive laws, a Lyapunov theory and strictly positive
real (SPR) approach are exploited.

Keywords: Fuzzy control · Projective lag-synchronization
Output-feedback control · Input nonlinearities · Chaotic drive-response systems

1 Introduction

The chaos synchronization has attracted great attention and has been extensively studied
[1–14], since it was suggested originally by Pecora and Caroll in [15]. The basic config‐
uration of chaos synchronization consists of two chaotic systems: a drive (master) system
and a response (slave) system. It is worth mentioning that the drive and response systems
can be identical but with different initial conditions (IC) or quite different. The response
system is drived via some transmitted (drive) signals so that the trajectories of the
response system synchronize with that of the drive system.

In the literature, there are many types of the chaos synchronization such as complete
synchronization (CS) [1, 2], generalized synchronization (GS) [3, 4], projective synchro‐
nization (PS) [5, 6], lag synchronization (LS) [7], and so on. In PS, the state vectors of
two synchronized systems evolve in a proportional scale. In LS, due to signal propaga‐
tion delays in the environment, it is reasonable to require the response system at time
(t) to synchronize the drive one at time (t − 𝜏), where 𝜏 is the propagation delay (lag)
[16]. In recent years, lag synchronization has attracted a great deal of attention. Some
results have been reported about LS [8–14, 16–18]. Besides, over the past 25 years, a
variety of methods have been proposed for chaos synchronization, such as sliding mode
control [19, 20], active control [21, 22], adaptive control [23, 24] and fuzzy control [25–
27] which are designed via the universal approximation theorem [28].
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In real applications of chaos synchronization, the state vectors of drive-response
systems are not available for measurement, except the outputs of drive-response
systems. Thus, designing a synchronization scheme based on an output-feedback
controller (i.e. an observer-based controller) is required. Based on state observer, some
adaptive control systems were designed in [29–32]. These systems involve strictly posi‐
tive real (SPR) concept on the observation-error dynamics. The dynamics of the obser‐
vation- errors, which are originally not SPR, are augmented by an appropriate low-pass
filter designed to meet the SPR concept.

On the other hand, the most of the above works are only valid for chaotic systems
without (uncertain) dynamical disturbances and input nonlinearity. However, in the
practice, the chaotic systems are inevitably affected by uncertain dynamical distur‐
bances. The existence of these disturbances can generally lead to the synchronization
failure and cause undesirable results. How to enhance the disturbance compensation or
attenuation is of great significance [33, 34]. Besides, owing to the physical limitations,
the practical implementations of the control systems are frequently exposed to input
nonlinearities (backlash, dead-zone, saturation). It has been shown that these input
nonlinearities can cause a serious degradation of the system performances and in a worst-
case system failure. So, the design of a controller for chaos synchronization by consid‐
ering of the external disturbances and input nonlinearities is of significant importance
[31–39]. To effectively deal with these problems, the control schemes have been gener‐
ally designed in a variable-structure control frame-work.

Motivated by the above discussions, in this paper, we aim at addressing the problem
of projective lag-synchronization for a class of uncertain chaotic systems subject to
uncertain external dynamical disturbances and input nonlinearities (sector nonlinearities
with dead-zone). This synchronization can be practically realized through an appropriate
fuzzy adaptive variable-structure controller based on a state observer. Compared with
the previous works on the chaos synchronization and control [8–14, 16–20, 31–39], the
main contributions of this study are:

• A novel projective lag-synchronization system based on fuzzy adaptive variable-
structure output-feedback control is designed for unknown perturbed chaotic systems
containing dead-zone nonlinearity.

• Unlike in [40–46], by using the SPR property together with Lyapunov theory, the
stability of the resultant closed-loop system is carefully established. Recall that many
previous works requiring the SPR property, e.g. [40–46], have not been derived
rigorously, as stated in [47].

• By designing a linear observer to estimate the lag-synchronization errors, only the
outputs of the response-drive system are assumed to be measurable and required in
this synchronization scheme.

2 Problem Formulation

Consider the following class of drive-response chaotic systems:
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{
y(n)

x
= Fd(x) + Dd(t, x)

y(n)
z

= Fr(z) + u + Dr(t, z) (1)

Or equivalently of the form
{

ẋ = Ax + B
[
Fd(x) + Dd(t, x)

]
ż = Az + B

[
Fr(z) + u + Dr(t, z)

] (2)

with

A =

⎡⎢⎢⎢⎢⎣

0 1 0 … 0
0 0 1 … 0
… … … … …

0 0 0 … 1
0 0 0 … 0

⎤⎥⎥⎥⎥⎦
B =

⎡⎢⎢⎢⎣

0
⋮

0
1

⎤⎥⎥⎥⎦
where x = [x1,… , xn]

T ∈ Rn and z = [z1,… , zn]
T ∈ Rn are the state vectors of the drive

and response systems respectively. Fd(x) and Fr(z) are unknown nonlinear smooth func‐
tions and u = 𝜑(v) is the input nonlinearity, and v is the control input.

The input nonlinearity u = 𝜑(v) under consideration is [48, 49]:

𝜑(v) =

⎧⎪⎨⎪⎩
𝜑+(v)

(
v − v+

)
, v > v+

0, −v− ≤ v ≤ v+
𝜑−(v)

(
v + v−

)
, v < −v−

(3)

with 𝜑+(v) > 0 and 𝜑−(v) > 0 are nonlinear smooth functions of v, v+ > 0 and v− > 0.
Note that this model contains both sector nonlinearity and dead-zone. The nonlinearity
𝜑(v) also has the following features:

(
v − v+

)
𝜑(v) ≥ m∗

+

(
v − v+

)2, v > v+ (4)

(
v + v−

)
𝜑(v) ≥ m∗

−

(
v + v−

)2, v < −v−, (5)

with m∗
+
 and m∗

−
 being so-called “the gain reduction tolerances” [48, 49].

Design Objective: Determine an output-feedback control law v to achieve a practical
projective lag-synchronization between the drive system and the response one, while
ensuring that all involved signals in the closed-loop system remain bounded.

To facilitate the control system design, the following usual assumptions are consid‐
ered and will be used in the subsequent developments.

Assumption 2.1: The state vectors of the drive and response systems are not measur‐
able, except the system outputs (i.e. except x1 and z1).
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Assumption 2.2 

• The nonlinear functions 𝜑+(v) and 𝜑−(v) are unknown.
• But, the constants v+, v−, m∗

+
 and m∗

−
 are assumed to be known.

Assumption 2.3: The external disturbances, Dd(t, x) and Dr(t, z), are bounded respec‐
tively by:

{ ||Dd(t, x)|| ≤ cd||Dr(t, z)|| ≤ cr

(6)

where cd and cr are some unknown positive constants.

Definition 2.1: The drive and response systems (2) are projective lag-synchronized if
there exists a scaling factor 𝜆 such that: e = z − 𝜆x(t − 𝜏) → 0 as t → ∞, where 𝜏 > 0 is
a constant propagation delay or transmission delay. This means that the transmitted
signal is received 𝜏 time late after it was sent. The value of 𝜏 depends on the channel or
the distance between drive and response system.

From Eq. (2) and Definition 2.1, one can write the dynamics of the lag-synchroni‐
zation error as:

ė = ż − 𝜆ẋ(t − 𝜏)

= Ae + B
[
−𝜆Fd

(
x𝜏
)
− 𝜆Dd

(
t, x𝜏

)
+ Fr(z) + u + Dr(t, z)

]
= Ae + B

[
Fr(z) + u + P1

] (7)

where x𝜏 = x(t − 𝜏) and

P1 = Dr(t, z) − 𝜆Fd

(
x𝜏
)
− 𝜆Dd

(
t, x𝜏

)
. (8)

Note that one can easily show the existence of a constant c1 > 0 such as ||P1
|| ≤ c1,

for the following reasons: x evolves in a compact set (an intrinsic property of the (non-
controlled) chaotic systems), also the delayed state x𝜏 is bounded and the external distur‐
bances, Dd(t, x) and Dr(t, z), are already assumed to be bounded and finally the function
Fd

(
x𝜏
)
 is smooth and with a bounded argument.

Since Fr(z) is unknown and the vector e is immeasurable, in this paper, one will use:

(1) A fuzzy adaptive system to approximate the uncertain functions.
(2) An observer to estimate the projective lag-synchronization error e.

3 Controller Design for Projective Lag-Synchronization

This section proposes a fuzzy adaptive output-feedback controller for lag-projective
synchronization of the drive-response system (2) using Lyapunov stability theory. The
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proposed synchronization scheme is shown in Fig. 1. One can rewrite the dynamics of
the lag-synchronization errors as follows

{
ė = Ae + B

[
Fr(e + 𝜆x(t − 𝜏)) + u + P1

]
e1 = Ce

(9)

where C = [10… 0]. Note that the pair (C, A) is observable.

Fig. 1. Projective lag-synchronization scheme.

Using the universal approximations theorem [28], one obtains:

Fr(e + 𝜆x(t − 𝜏)) = 𝜃∗T𝜓(e) + 𝜀(e, x(t − 𝜏)) (10)

with 𝜓(e) being the vector of FBFs (which are assumed to be designed a priori),
𝜀(e, x(t − 𝜏)) is the fuzzy approximation error and 𝜃∗ is the optimal value of the adjustable
parameter vector of the fuzzy system which is defined as:

𝜃∗ = argmin𝜃

[
supe∈𝛺e

||Fr(e + 𝜆x(t − 𝜏)) − 𝜃T𝜓(e)||] (11)

Then, (9) becomes:
{

ė = Ae + B
[
𝜃∗T𝜓(e) + u + P2

]
e1 = Ce

(12)

where P2 = P1 + 𝜀(e, x(t − 𝜏)).
Since the lag-synchronization error vector e is not available for measurement, one

designs the following linear observer to estimate it:
{

̇̂e = Acê + Koẽ1
ê1 = Cê

(13)
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where ê is the estimate of e, Ko =
[
ko1,… , kon

]T
∈ Rn is the gains vector of observer,

Ac = A − BKT
c
 and Kc =

[
kc1,… , kcn

]T
∈ Rn is the feedback gain vector.

Now, one defines the observation error vector as ê =
[
ê1,… , ên

]T
= e − ê. From (12)

and (13), the dynamics of this observation error can be obtained as follows:
{

̇̃e = Aoẽ + B
[
𝜃∗T𝜓(e) + 𝜑(v) + P3

]
ẽ1 = Cẽ

(14)

with Ao = A − KoC, and

P3 = P2 + KT

c
ê (15)

Then, we can rewrite (14) using the time-frequency (mixed) notation as follow [50]:

ẽ1 = H(s)
[
𝜃∗T𝜓(e) + 𝜑(v) + P3

]
(16)

where s is the Laplace variable and H(s) = C
(
SI − Ao

)−1
B is the stable transfer function

of (14). It is worth noting that this mixed notation is very valuable in the adaptive control
literature [50]. It is also refers to the convolution between the inverse Laplace transform
H(s) and the term 𝜃∗T𝜓(e) + 𝜑(v) + P3.

Since H(s) is not SPR, one introduces a low pass filter T(s) such that
H̄(s) = H(s)T−1(s) becomes SPR:

ẽ1 = H̄(s)
[
𝜃∗TT(s)[𝜓(e)] + T(s)[𝜑(v)] + T(s)

[
P3
]]

= H̄(s)
[
𝜃∗T𝜓(ê) + 𝜑(v) + P4

] (17)

with

P4 = 𝜃∗TT(s)[𝜓(e)] + T(s)[𝜑(v)] + T(s)
[
P3
]
− 𝜃∗T𝜓(ê) − 𝜑(v) (18)

Assumption 3.1: One assumes that ||P4
|| ≤ k∗

p0 + k∗
p1|v| + k∗

p2|T(s)[v]| +

k∗
p3
|||T(s)

[
KT

c
ê
]||| = K∗T

p
W, with K∗T

p
=
[
k∗

p0, k∗
p1, k∗

p2, k∗
p3

]
 is an unknown positive vector,

and WT =
[

1, |v|, |T(s)[v]|, |||T(s)
[
KT

c
ê
]|||
]
.

Let us define a novel error em1, called the modified error as follows:

em1 = ẽ1 + ea1 (19)

with ea1 is the auxiliary error. Its dynamics are given by:

ea1 = H̄(s)
[
−KT

p
W Tanh

(
KT

p
Wem1∕𝜀

)]
(20)
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where K
p
 is the estimate of the unknown vector K∗

p
 and 𝜀 > 0 is a small design constant.

Tanh(.) designates the usual hyperbolic tangent function.
From (17), (19) and (20), one can obtain:

em1 = H̄(s)
[
𝜃∗T𝜓(ê) + 𝜑(v) + P4 − KT

p
W Tanh

(
KT

p
Wem1∕𝜀

)]
(21)

The state-space presentation of (21) can be given by:
{

ėm = Āoem + B̄

[
𝜃∗T𝜓(ê) + 𝜑(v) + P4 − KT

p
W Tanh

(
KT

p
Wem1∕𝜀

)]
em1 = C̄em

(22)

where em =
[
em1,… , emn

]T and 
(
Āo ∈ Rn×n, B̄ ∈ Rn×1, C̄ ∈ R1×n

)
 is a minimal state real‐

ization of H̄(s) = H(s)T−1(s) = C̄T
(
SI − Āo

)−1
B̄ and C̄ = [1, 0,… , 0].

Since H̄(s) is SPR, the following relation holds:
{

ĀoP + PĀo = −Q < 0
PB̄ = C̄T (23)

where P = PT > 0 and Q = QT > 0. Later, the expressions (22) and (23) will be
exploited in the stability analysis.

To achieve our objective, the control input can be determined as:

v =

⎧⎪⎨⎪⎩
−𝜉𝜌sign

(
em1

)
− v−, em1 > 0

0, em1 = 0
−𝜉𝜌sign

(
em1

)
+ v+, em1 < 0

(24)

with 𝜉 >
1
𝜂
, and 𝜂 = min

{
m∗

−
, m∗

+

}
, where

𝜌 = w2‖𝜓(ê)‖ + w1 (25)

where w1 is a design positive constant and w2 is an adaptive parameter estimating the
upper bound of ‖𝜃∗‖, i.e. w∗

2 ≥ ‖𝜃∗‖.
The adaptive laws for the control law (24) are defined as:

{
ẇ2 = −𝛾w𝜎ww2 + 𝛾w

||em1
||‖𝜓(ê)‖, with w2(0) > 0

K̇
p
= −𝛾K𝜎KK

p
+ 𝛾K

||em1
||W, with Kp(0) > 0 (26)

where 𝛾K , 𝜎K , 𝛾w and 𝜎w are strictly positive design parameters.

Theorem 3.1: Consider the drive and response systems given by Eq. (2) (or (1)) under
Assumptions 2.1–2.3 and 3.1. Then, the projective lag-synchronization is practically
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realized by using the fuzzy adaptive output-feedback controller (24)–(26) and the
observer (13).

Proof of Theorem 3.1: Consider the following Lyapunov function:

V =
1
2

eT

m
Pem +

1
2𝛾K

K̃T

p
K̃

p
+

1
2𝛾w

w̃2
2 (27)

where K̃p = Kp − K∗
p
 and w̃2 = w2 − w∗

2.
The time derivative of V  is:

V̇ =
1
2

eT

m
Pėm +

1
2

ėT

m
Pem +

1
𝛾K

K̃T

p
K̇

p
+

1
𝛾w

w̃2ẇ2 (28)

As in [48, 49], by using (24)–(26) and (22), one can obtain:

V̇ ≤ −𝜇V + 𝜋 (29)

with 𝜋 = 𝜀̄ +
𝜎K

2
‖‖‖K∗

p

‖‖‖
2
+

𝜎w

2
w∗2

2  and 𝜇 = min
{
𝜆min(Q)∕𝜆max(P), 𝛾w𝜎w, 𝛾K𝜎K

}
. Where

𝜆min(X) and 𝜆max(X) are the smallest and largest eigenvalues of the matrix X, respectively.
(29) can be expressed as follows:

d(Ve𝜇t)

dt
≤ 𝜋e𝜇t (30)

And integrating (30) over [0, t] yields:

0 ≤ V(t) ≤
𝜋

𝜇
+

(
V(0) − 𝜋

𝜇

)
e−𝜇t (31)

Therefore all signals of the closed-loop system are bounded.
From (27) and (31), one has:

‖‖em
‖‖ ≤

(
2

𝜆min(P)

(
𝜋

𝜇
+

(
V(0) − 𝜋

𝜇

)
e−𝜇t

))1∕2

(32)

where: V(0) = 1
2

eT
m
(0)Pem(0) +

1
2𝛾K

K̃T
p
(0)K̃

p
(0) + 1

2𝛾w

w2
2(0).

From (32), one can conclude on the asymptotic convergence of the solution em to the
following bounded region:

Ωem
=

{
em
||‖‖em

‖‖ ≤

(
2

𝜆min(P)

𝜋

𝜇

)1∕2
}

(33)
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From (19), (20) and (33), one can establish easily the practical convergence and the
boundedness of ea1 and ẽ1.

Remark 3.1: If v+ = v− = v0, the expression (24) can be simply rewritten as:

v = −
(
𝜉w2‖𝜓(ê)‖ + 𝜉w1 + v0

)
Sign

(
em1

)
(34)

In (45), the sign function, i.e. Sign
(
em1

)
, can cause the undesirable chattering

phenomenon. In the practice, the latter is generally replaced by an equivalent and smooth
function (e.g. Tanh

(
ks1em1

)
), as follows:

v = −
(
𝜉w2‖𝜓(ê)‖ + 𝜉w1 + v0

)
Tanh

(
ks1em1

)
(35)

with ks1 > 0 is a high constant value.

4 Illustrative Simulation Example

Consider the practical projective lag-synchronization between chaotic Gyros system and
Duffing oscillator.

The drive system (chaotic Gyros system) 

⎧⎪⎨⎪⎩

ẋ1 = x2

ẋ2 = −𝛼2

(
1 − cos

(
x1
))2

sin3 (x1
) − c1x2 − c2x2

2 +
(
𝛽 + fsin

(
𝜔xt

))
sin

(
x1
)
+ Dd(t, x)

where x = [x1x2]
T , 𝛼2 = 100, c1 = 0.5, c2 = 0.05, 𝛽 = 1, 𝜔x = 2, f = 35.5 and

Dd(t, x) = 0.2 sin (2t).

The response system (Duffing oscillator) 
{

ż1 = z2
ż2 = −p1z2 − p2z1 − p3z3

1 + qsin
(
𝜔zt

)
+ u + Dr(t, z)

where z = [z1 z2]
T , p1 = 0.4, p2 = −1.1, p3 = 1, q = 2.1, 𝜔z = 1.8 and

Dr(t, z) = 0.1sin(6t).
Then, this chaotic drive-response system can be rewritten as follows:

ẋ = Ax + B(Fd(x) + Dd(t, x), yx = x1 = C,
ż = Az + B(Fr(z) + u + Dr(t, z), yz = z1 = Cz,

where A =

[
0 1
0 0

]
, B =

[
0
1

]
 and CT =

[
1
0

]
. u = 𝜑(v) is the input nonlinearity which
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is defined below, and v is the control input to be designed.

The input nonlinearities 𝜑(v) is assumed to be described by:

𝜑(v) =

⎧⎪⎨⎪⎩
(v − 0.5)

(
1.5 − 0.3e0.3|sin (v)|) v > 0.5

0 −0.5 ≤ v ≤ 0.5
(v + 0.5)

(
1.5 − 0.3e0.3|sin (v)|) v < −0.5

To estimate the synchronization error, the following linear observer is designed:
{

̇̂e = Acê + Ko

(
yx(t − 𝜏) − yz − ê1

)
ê1 = Cê

with ê =
[
ê1, ê2

]T is the estimate of e =
[
e1, e2

]T, Ko =
[
2𝛼, 𝛼2

]T is the observer gain
vector with 𝛼 = 80, Ac = A − BKT

c
 and Kc = [90, 60]T.

Based on Theorem 3.1 and Remark 3.1, the controller for this system can be designed
as (34) or (35) with adaptive laws (26). Its associated design parameters are chosen as:
𝜏 = 0.5 sec, 𝜆 = 1, w1 = 100, 𝜀 = 0.2, 𝛾w = 100, 𝜎w = 0.001, 𝛾k = 100 and 𝜎k = 0.001.

For each variable of the entries of the designed fuzzy system, as in [47], one defines
three membership functions (one triangular and two trapezoidal) uniformly distributed
on the following intervals: [−2 2] for ê1 and [−2 2] for ê2.

One selects the SPR filter T(s) so that H̄(s) = H(s)T−1(s) =
1

s2 + 160s + 6400
T−1(s)

is SPR, as follows:

T(s) =
1

0.3906s + 11.7721

From the expression of H̄(s), one can find that Ā =

[
−2𝛼 1
−𝛼2 0

]
,

B̄T =
[

0.3906 11.7721
]
 and C̄T =

[
1 0

]
.

By choosing Q1 =

[
30 3
3 0.5

]
 and solving (23), one gets:

P1 =

[
10.0937 −0.2500
−0.2500 0.0083

]

The initial conditions are chosen as x(0) =
[
x1(0), x2(0)

]T
= [−1, 1]T,

z(0) =
[
z1(0), z2(0)

]T
= [0.5, 2]T, w2(0) = 10 and Kp(0) = [0.01, 0.01, 0.01, 0.01]T.

Note that, because v+ = v− = v0 = 0.5, the variable-structure controller (24) can be
directly replaced by (34). Two cases are considered to show the validity of the proposed
controller.
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1) Simulation by Using the Discontinuous Controller (34)
Figure 2 shows that the proposed controller performs well. In fact, one can see from
Fig. 2a, b that the states of response system (z1, z2) effectively track that of the drive
system 

(
𝜆x1(t − 𝜏), 𝜆x2(t − 𝜏)

)
, despite the presence of the immeasurable states, uncer‐

tain dynamics, dead-zone at the input and external disturbances. From Fig. 2c, it is clear
also that the estimates of the synchronization errors are bounded and asymptotically
converge towards small values. The corresponding control signal is bounded and not
smooth in Fig. 2d.

Fig. 2. Simulation results (case 1): (a) States: 𝜆x1(t − 𝜏) (solid line) and z1 (dashdot line). (b)
States: 𝜆x2(t − 𝜏) (solid line) and z2 (dashdot line). (c) Estimates of the synchronization errors ê1

(solid line) and ê2 (dashdot line). (d) Control signal v.

2) Simulation by Using the Smooth Controller (35)
Figure 3 provides the simulation results. From Fig. 3a, b, one can observe that the states
of the response system (z1, z2) effectively follow the corresponding desired trajectories(
𝜆x1(t − 𝜏), 𝜆x2(t − 𝜏)

)
. From Fig. 3c, one can see that the estimates of the synchroni‐

zation errors are well-bounded and converge to a small value. In Fig. 3d, the control
signal is smooth, bounded and admissible.
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Fig. 3. Simulation results (case 2): (a) States: 𝜆x1(t − 𝜏) (solid line) and z1 (dashdot line). (b)
States: 𝜆x2(t − 𝜏) (solid line) and z2 (dashdot line). (c) Estimates of the synchronization errors ê1

(solid line) and ê2 (dashdot line). (d) Control signal v.

5 Conclusion

The problem of adaptive fuzzy output-feedback control-based projective lag-synchro‐
nization for unknown drive-response chaotic systems has been investigated in this paper.
In the design process, the input nonlinearities (dead-zone together with sector nonli‐
nearities) have been considered. To effectively handle the unknown functions in the
drive-response system, fuzzy adaptive systems have been incorporated in the control
system. To deal with the input nonlinearities, the proposed controller has been designed
in a variable structure frame-work. And to estimate the synchronization-error states, a
simple linear observer has been constructed.
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Abstract. This research work addresses the fuzzy adaptive controller design for
a generalized projective synchronization (GPS) of incommensurate fractional-
order chaotic systems with input nonlinearities. The considered master-slave
systems are with different fractional-orders, uncertain models, unknown boun-
ded disturbances and non-identical form. The suggested controller includes two
main terms, namely, a fuzzy adaptive control and a fractional-order variable
structure control. The fuzzy logic systems are exploited for approximating the
system uncertainties. A Lyapunov approach is employed for determining the
parameter adaptation laws and proving the stability of the closed-loop system.
At last, simulation results are given to demonstrate the validity of the proposed
GPS approach.

Keywords: Generalized projective synchronization � Fuzzy adaptive control
Fractional-order variable-structure control
Incommensurate fractional-order chaotic systems

1 Introduction

Throughout the last decades, fractional-order plants (i.e. the systems with fractional
integrals or derivatives) have been studied by several works in many branches of
engineering and sciences [1, 2]. It turned out that several plants, in interdisciplinary
research areas, may present fractional-order dynamics including: fluid mechanics,
spectral densities of music, transmission lines, cardiac rhythm, electromagnetic waves,
viscoelastic systems, dielectric polarization, heat diffusion systems, electrode-
electrolyte polarization, and many others [3–6].

Chaotic systems are deterministic and nonlinear dynamical plants. They are also
characterized by the self similarity of the strange attractor and extreme sensitivity to
initial conditions (IC) quantified respectively by fractal dimension and the existence of
a positive Lyapunov exponent [5, 6]. In recent works, it was made known that several
fractional-order systems may perform chaotically, e.g. fractional-order Lü system [7],
fractional-order Arneodo system [8], fractional-order Lorenz system [9], fractional-
order Rössler system [10], and so on.

© Springer Nature Switzerland AG 2019
M. Chadli et al. (Eds.): ICEECA 2017, LNEE 522, pp. 128–142, 2019.
https://doi.org/10.1007/978-3-319-97816-1_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_10&amp;domain=pdf


The sliding mode control technique is an effective tool to construct robust con-
trollers for nonlinear systems with bounded external disturbances and uncertainties.
The later has several attractive features, including finite-time and fast convergence,
strong robustness with respect to unmodeled dynamics, parameters variations and
external disturbances. The purpose of the sliding mode is extremely simple: it consists
to oblige the system states to arrive at a suitably sliding surface based on a discon-
tinuous control. Recently, the fractional-order calculus is employed within the sliding
mode control methodologies, in order to seek better performances. Many works have
coped with control problems of nonlinear systems with fractional-orders [11–14]. It is
worthy to note that the selection of the sliding surface for this class of systems is not an
easy task in general. In numerous recent researches, the fuzzy logic system is combined
with the sliding mode control in order to remove the main issues of the sliding mode
control, including the high-gain authority and chattering in the system. This
hybridization can smoothen the sliding mode control in diverse ways, and can also
successfully approximate online the model, uncertainties and disturbances present in
the system [5, 6].

In recent years, the synchronization and control of the fractional-order systems is
also one of the most attractive topics. Various researcher works have made great
contributions in this research topic [5, 6, 15–23]. In [15], a modified projective syn-
chronization of different fractional-order systems has been developed through active
sliding mode control. By using a fuzzy adaptive sliding mode control strategy, a
generalized projective synchronization (GPS) of fractional order chaotic systems has
been proposed in [16]. Chaos synchronization between two different uncertain frac-
tional order chaotic systems has been studied based on a fuzzy adaptive sliding mode
control in [17]. In [18], a fuzzy adaptive control has been proposed for the synchro-
nization of uncertain fractional-order chaotic delayed systems involving time delays.

Fig. 1. Simulation results with SIGNfunction (k1 ¼ 1; k2 ¼ �1; k3 ¼ 0:1): (a)k1x1 (solid line)
and y1 (dashed line). (b) k2x2(solid line) and y2 (dashed line). (c)k3x3 (solid line) and y3 (dashed
line). (d) u1 (solid line), u2 (dotted line) and u3 (dashed line).
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In [19], a fuzzy adaptive controller has been constructed to realize an H1 synchro-
nizing for uncertain fractional-order chaotic systems. Nevertheless, the fundamental
results of [17–19] are already questionable, because the stability analysis has not been
derived rigorously in mathematics, as stated in [20, 21]. In [5, 6, 22, 23], some adaptive
fuzzy controllers have been designed in a sliding mode frame-work for realizing an
appropriate synchronization of fractional-order chaotic master-slave systems. In these
synchronization approaches, the fuzzy systems have been employed to online estimate
the unknown nonlinear functions. Although these schemes can guarantee the satis-
factory performances, the issue of the input dead-zone (input nonlinearities) has not yet
been considered in the synchronization control design of the fractional-order chaotic
systems. This is by no means the case in the real world life as the physical systems
commonly involve quantization, dead-zone, input saturations, backlash, and so on. It is
worth pointing out that the input nonlinearities can guide to poor performances or even
instability of the synchronization control system, if they are not taken into account into
the control design. It is thereby more advisable to consider the effects of these input
nonlinearities in one way or another when implementing and designing a synchro-
nization control system.

In this research, a fuzzy adaptive variable-structure controller is constructed to
correctly realize a GPS of incommensurate fractional-order chaotic systems in which
external disturbances and input nonlinearities are present. A fuzzy system is incorpo-
rate to estimate the uncertain dynamics and a fractional-order sliding surface is
designed. The Lyapunov stability theorem is employed to determine the associated
adaptive laws and to bear out the stability of the corresponding closed-loop system. The
validity of the proposed GPS scheme is confirmed by means of simulation results.

Fig. 2. Simulation results with TANH function (k1 ¼ 1; k2 ¼ �1; k3 ¼ 0:1): (a)k1x1 (solid line)
and y1 (dashed line). (b) k2x2(solid line) and y2 (dashed line). (c)k3x3 (solid line) and y3 (dashed
line). (d) u1 (solid line), u2 (dotted line) and u3 (dashed line).
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Compared to the closely-related previous works [5–8, 13–23], the main contributions
of this work lie in the following:

(1) The design of a novel adaptive fuzzy variable-structure control-based chaos
synchronization of fractional-order chaotic systems with uncertain model, input
dead-zone, distinct incommensurate fractional-orders, unknown dynamical dis-
turbances and non-identical structures. To the best of our knowledge, the problem
of the input dead-zone (input nonlinearities) has been seldom considered in the
synchronization control design of the incommensurate fractional-order chaotic
systems.

(2) Unlike the previous literatures [7, 8, 13–15], the synchronization control system
does not depend on the master-slave model. In fact, the adaptive fuzzy systems are
adopted to handle the dynamical disturbances and model uncertainties.

(3) Compared with the recent researches in [17–19], the stability analysis of the
closed-loop system is rigorously established in this work.

2 Basic Concepts

There are several definitions for fractional derivatives, namely: Riemann-Liouville,
Grünwald-Letnikov, and Caputo definitions, etc. [1]. Because the meaning of the initial
conditions (IC) for the systems described using the Caputo fractional operator is the
same as for integer-order systems [1, 24], we will use this operator in the rest of this
paper. In addition, a modification version of Adams-Bashforth-Moulton algorithm
[25, 26] will be employed for numerical simulation of the Caputo fractional-order
differential equations.

The Caputo fractional derivative of order a of a function x tð Þ with respect to time is
defined as [1]:

Da
t x tð Þ ¼ 1

C m� að Þ
Z t

t

ðt � sÞ�aþm�1x mð Þ sð Þds ð1Þ

where m ¼ a½ � þ 1, a½ � is the integer part of a, Da
t is called the a-order Caputo dif-

ferential operator, and C :ð Þ is the well-known gamma function which is given by:

C Pð Þ ¼ Z1

0

tP�1e�tdt ð2Þ

The following properties of the Caputo fractional-order derivative will be needed
later [1]:

Property 1: Let 0\q\1, then

Dx tð Þ ¼ D1�q
t Dq

t x tð Þ; where D ¼ d
dt

ð3Þ
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Property 2: The Caputo fractional derivative operator is linear, i.e.:

Dq
t mx tð Þþ ly tð Þð Þ ¼ mDq

t x tð Þþ lDq
t y tð Þ ð4Þ

where m and l are real constants. Especially, we have

Dq
t x tð Þ ¼ Dq

t x tð Þþ 0ð Þ ¼ Dq
t x tð ÞþDq

t 0; then Dq
t 0 ¼ 0:

3 Problem Statement and Fuzzy Approximation

3.1 Problem Statement

Consider a class of uncertain fractional-order chaotic master system described by

Dai
t xi ¼ fmi xð Þ for i ¼ 1; . . .; n ð5Þ

where Dai
t ¼ dai

dtai ; 0\ai\1 is the fractional-order of the system, x ¼ ½x1; . . .; xn�T 2 Rn

is the measurable pseudo-state vector, and fmi xð Þ is an unknown continuous function.
Its slave system with input nonlinearity is given by

Dbi
t yi ¼ fsi yð Þþui uið Þþ di t; yð Þ; for i ¼ 1; . . .; n ð6Þ

where 0\bi\1 is the fractional-order of the slave system, fsi yð Þ is an unknown
continuous function, y ¼ ½y1; . . .; yn�T 2 Rn is its measurable pseudo-state vector. ui is
the control input to be designed later, ui uið Þ is the input nonlinearity (i.e. dead-zone
with sector nonlinearities) and di t; yð Þ represents the external disturbances.

Remark 1: Several fractional-order chaotic systems can be modeled as (5) or (6),
such as: fractional-order Chen system, fractional-order Lorenz system, fractional-
order Lu system, fractional-order unified chaotic system, and so on.

Our objective is to design an appropriate fuzzy adaptive variable-structure control
law ui (for all i ¼ 1; . . .; nÞ such that a GPS between the master system (5) and the slave
system (6) is practically realized, while ensuring the boundedness of all closed-loop
signals and despite the presence of uncertainties, dynamical external disturbances,
together with input nonlinearities.

The synchronization error variables between the systems (5) and (6) are defined as
follows:

ei ¼ yi � kixi; for i ¼ 1; . . .; n ð7Þ

where ki is the scaling factor that defines a proportional relation between the syn-
chronized systems.
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Now, we introduce a fractional-order sliding surface as

Si ¼ Dbi�1
t ei þ k0i

Z t

0

eids; for i ¼ 1; 2; . . .; n ð8Þ

where k0i > 0 is a stable feedback gain, which will be designed later. When the system
operates in the sliding mode, we have the following equation Si ¼ _Si ¼ 0. Therefore,
the equivalent fractional-order sliding mode dynamics can be obtained from _Si ¼ 0 as
follows:

Dbi
t ei þ k0iei ¼ 0; for i ¼ 1; 2; . . .; n ð9Þ

Because k0i is positive and 0\bi\1, it is clear that the sliding-mode dynamics (9) are
always stable [1, 6]. In other words, the following stability condition is always verified.

Arg �k0ið Þj j[ bip=2; for i ¼ 1; . . .; n ð10Þ

From (5)-(8), we can determine the dynamics of the fractional-order sliding mode
surface as follows:

_Si ¼ Dbi
t ei þ k0iei ¼ k0iei þ fsi yð Þþui uið Þ � kiD

bi
t xi þ di t; yð Þ: ð11Þ

or equivalently

_Si ¼ Hi x; y; dið Þþui uið Þ; ð12Þ

with

Hi x; y; dið Þ ¼ k0iei þ fsi yð Þ � kiD
bi
t xi þ di t; yð Þ ð13Þ

3.2 Input Nonlinearity

The input nonlinearity considered in this work is a dead-zone with sector nonlinearities
[27, 28]:

ui uið Þ ¼
uiþ uið Þ ui � uiþð Þ; ui [ uiþ
0; �ui� � ui � uiþ
ui� uið Þ ui þ ui�ð Þ; ui\� ui�

8<
: ð14Þ

where uiþ uið Þ[ 0 and ui� uið Þ[ 0 are nonlinear functions of ui, and uiþ [ 0 and
ui� [ 0: 7:

The nonlinearity ui uið Þ satisfies the following properties:

ui � uiþð Þui uið Þ�m�
iþ ui � uiþð Þ2; for ui [ uiþ

ui þ ui�ð Þui uið Þ�m�
i� ui þ ui�ð Þ2; for ui\� ui�; ð15Þ

where m�
iþ and m�

i� are strictly positive constants which are generally called gain
reduction tolerances [27, 28].
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Assumption 1: Functions uiþ uið Þ and ui� uið Þ and the constants m�
iþ and m�

i� are
unknown. But, the constants uiþ and ui� are known and strictly positive.

3.3 Fuzzy Approximation

The configuration of a fuzzy logic system basically consists of a fuzzifier, some fuzzy
IF–THEN rules, a fuzzy inference engine and a defuzzifier.

The fuzzy inference engine is used to represent a non-linear relationship between an
input vector xT ¼ x1; . . .:; xn½ � 2 Rn and an output f̂ 2 R, this relationship is described
by a set of fuzzy rules of the form:

if x1 is Ai
1 and. . .and xn is Ai

n then f̂ is f i ð16Þ
where Ai

1;A
i
2; . . .;A

i
n are fuzzy sets and f i is the fuzzy singleton for the output in the ith

rule.
By using the singleton fuzzifier, product inference, and center-average defuzzifier,

the output of the fuzzy system can be simply expressed as follows:

f̂ xð Þ ¼
Pm

i¼1 f
i Qn

j¼1 lAi
j
xj
�� ��

Pm
i¼1ð

Qn
j¼1 lAi

j
ðxjÞÞ ¼ hTw xð Þ ð17Þ

where lAi
j
xj
� �

is the degree of membership of xj to Ai
j; m is the number of fuzzy rules,

hT ¼ f 1; f 2; . . .::; f m½ � is the adjustable parameter vector (which are the consequent
parameters), and wT ¼ w1w2. . .wm� �

with

wi xð Þ ¼
Qn

j¼1 lAi
j
ðxjÞPm

i¼1

Qn
j¼1 lAi

j
ðxj

� �
Þ

ð18Þ

which is the fuzzy basis function (FBF).
Following the universal approximation results [29], the fuzzy system (17) can

approximate any smooth function f xð Þ defined on a compact operating space to a given
accuracy. It should be noted that the structure of the fuzzy system and the membership
function parameters are properly specified beforehand by designer. But, the vector of
consequent parameters h will be estimated online by using some appropriate adapta-
tions laws which will be designed later.

4 Design of Fuzzy Adaptive Controller

In the sequel, the following mild assumptions are required:

Assumption 2: The disturbance di t; yð Þ satisfies:
di t; yð Þj j � �di yð Þ; ð19Þ

where �di yð Þ is an unknown continuous positive function.
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Assumption 3: There exists an unknown continuous positive function �hi yð Þ such
that:

Hi x; y; dið ÞÞj j � g�hi yð Þ; for i ¼ 1; . . .; n ð20Þ

with g ¼ mini m�
iþ ;m

�
i�

� 	
; for i ¼ 1; . . .; n.

Remark 2: Assumptions 2 and 3 are not strong, because the bounds �hi yð Þ and �di yð Þ
are unknown and the state vector of the master system is always bounded (for a non-
controlled chaotic system). These assumptions are frequently used in the literature, e.g.
[5, 6].

The unknown function �hi yð Þ can be approximated, on a compact set Xy, by the
linearly parameterized fuzzy systems (17) as follows:

�̂hi y; hið Þ ¼ hTi wi yð Þ; i ¼ 1; . . .; n ð21Þ

where wi yð Þ is the FBF vector, which is determined a priori by the designer, and hi is
the vector of the adjustable parameters of this fuzzy system.

Without loss of generality, we assume that there exists an optimal fuzzy approxi-
mator with m fuzzy rules that can identify the nonlinear function �hi yð Þ with an minimal
approximation error, i.e.

�hi yð Þ ¼ �̂hi y; h
�
i

� �þ di yð Þ ¼ h�Ti wi yð Þþ di yð Þ ð22Þ

where di yð Þ is the minimal approximation error being usually assumed to be bounded
for all y�Xy, i.e. di yð Þj j � �di; with �di is an unknown constant [29–36], and

h�i ¼ argminhi supy�Xy
�hi yð Þ � �̂hi y; hið Þ









h i

ð23Þ

Notice that h�i is the optimal value of hi [29–36] and mainly introduced for analysis
purposes (i.e. its value is not needed when implementing the control system). From the
previous analysis, we have:

�̂hi y; hið Þ � �hi yð Þ ¼ �̂hi y; hið Þ � �̂hi y; h
�
i

� �þ �̂hi y; h
�
i

� �
�hi yð Þ;

¼ hTi wi yð Þ � h�Ti wi yð Þ � di yð Þ; ð24Þ

¼ ~hTi wi yð Þ � di yð Þ:

with ~hi ¼ hi � h�i , for i ¼ 1; . . .; n:
To achieve our objective, we can design the following adaptive fuzzy variable-

structure controller:

ui ¼
�qi tð Þsign Sið Þ � ui�; Si [ 0
0; Si ¼ 0
�qi tð Þsign Sið Þþ uiþ ; Si\0

8<
: ð25Þ

Synchronization of Incommensurate Fractional-Order Chaotic Systems 135



with

qi tð Þ ¼ k1i þ k2i þ k3i Sij j þ ~hTi wi yð Þ; i ¼ 1; . . .; n ð26Þ

Adaptation laws associated to the proposed controller (25) can be designed as
follows:

_hi ¼ chi Sij jwi yð Þ � rhi Sij jhið Þ; with hij 0ð Þ[ 0 ð27Þ
_k1i ¼ cki Sij j � rki Sij jk1ið Þ; with k1i 0ð Þ[ 0 ð28Þ

where chi; rhi, rki, cki, k2i and k3i are strictly positive design parameters.

From (12), we have

1
g
Si _Si ¼ 1

g
SiHi x; y; dið Þþ 1

g
Siui uið Þ� Sij j�hi yð Þþ 1

g
Siui uið Þþ qi Sij j � qi Sij j ð29Þ

Using (24) and substituting the control law (26) into (29) yields

1
g
Si _Si � 1

g
Siui uið Þþ qi Sij j � k1i þ k2i þ k3i Sij j~hTi wi yð Þ

� �
Sij j þ di yð ÞSi ð30Þ

From (15) and (25), we get

ui\� ui� for Si [ 0) ui þ ui�ð Þui uið Þ�m�
i� ui þ ui�ð Þ2 � g ui þ ui�ð Þ2 ð31Þ

ui [ uiþ for Si\0) ui � uiþð Þui uið Þ�m�
iþ ui � uiþð Þ2 � g ui � uiþð Þ2 ð32Þ

Considering (25) again, we can establish

Si [ 0) ui þ ui�ð Þui uið Þ ¼ �qi tð Þsign Sið Þui uið Þ�m�
i�q

2
i tð Þ sign Sið Þ½ �2 � gq2i tð Þ

ð33Þ

Si\0) ui � uiþð Þui uið Þ ¼ �qi tð Þsign Sið Þui uið Þ�m�
iþ q

2
i tð Þ sign Sið Þ½ �2 � gq2i tð Þ

ð34Þ

Then, for Si [ 0 and Si\0, we have

�qi tð Þsign Sið Þui uið Þ� gq2i tð Þ ð35Þ
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Using the fact that Sisign Sið Þ ¼ Sij j, (35) can be rewritten as

�qi tð ÞS2i sign Sið Þui uið Þ� gq2i tð ÞS2i ¼ gq2i tð Þ Sij j2 ð36Þ

Finally, because qi tð Þ[ 0, for all Si; we have

Siui uið Þ
g

� � qi tð Þ Sij j ð37Þ

By considering (37), Eq. (30) can be rewritten as:

1
g
Si _Si � � k1i þ k2i þ k3i Sij j þ ~hTi wi yð Þ

� �
Sij j þ di yð ÞSi ð38Þ

Now, we are in a position to present our main result.

Theorem 1: For the master-slave system (5) and (6), if Assumptions 1-3 are valid, the
control law (25) together with its adaptation laws (27) and (28) can ensure the fol-
lowing properties:

(a) All the signals in the closed-loop system are bounded.
(b) Signals Si asymptotically converge to zero.

Proof. Consider the following Lyapunov function candidate for a subsystem i:

Vi ¼ 1
2
S2i þ

1
2chi

~h2i
�� ��þ 1

2cki
~k21i: for i ¼ 1; . . .; n ð39Þ

with ~k1i ¼ k1i � k�1i, where k�1i = �di þ rhi
2 h�2i
�� ��.

Differentiating Vi with respect to time yields

_Vi ¼ Si _Si þ 1
chi

~hTi
_hi þ 1

cki
_k1i~k1i ð40Þ

Using (25)-(27), _Vi becomes

_Vi � � k3iS
2
i � k2i Sij j þ �di Sij j � rhi Sij j~hTi hi þ

1
cki

_k1i~k1i: ð41Þ

It is clear that

�rhi Sij j~hTi hi � � rhi
2

Sij j ~hi
�� ��2 þ rhi

2
Sij j h�i

�� ��2 ð42Þ

�rki Sij jk1i~k1i � � rki
2

Sij jk21i þ
rki
2

Sij jk�21i ð43Þ
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Substituting (42) and (43) into (41), we obtain

_Vi � � k3iS
2
i ð44Þ

where k2i should be selected as k2i � rki
2 k�21i .

Let V tð Þ ¼ Pn
1 Vi tð Þ be the Lyapunov candidate function of the all subsystems.

Differentiating V tð Þ with respect to time yields

_V ¼
Xn

1
_Vi � �

Xn

1
k3iS

2
i ð45Þ

Therefore, all signals in the closed-loop control system remain bounded. And hence
the input ui is bounded. By using the Barbalat’s lemma, one can conclude about the
asymptotic convergence of the signal Si towards zero.

Remark 3: In the case where uiþ ¼ ui� ¼ ui0, (25) can be simplified to the following:

ui ¼ � qi tð Þþ ui0ð ÞSign Sið Þ ð46Þ

with qi tð Þ ¼ k1i þ k2i þ k3i Sij j þ hTi wiðyÞ; 8i ¼ 1; . . .; n.
By replacing the Sign function by tangent hyperbolic function (Tanh; an equivalent

smooth function) to deal with the chattering effects, the expression (46) becomes:

ui ¼ � qi tð Þþ ui0ð ÞTanh Si=eið Þ ð47Þ

where ei is a small positive constant.

5 Simulation Results

To show the effectiveness and applicability of the proposed synchronization scheme,
the following simulation example is presented.

The master system is a fractional-order Chua’s oscillator system [37]:

Da1
t x1 ¼ a x2 � x1 � f x1ð Þð Þ;

Da2
t x2 ¼ x1 � x2 þ x3;

Da3
t x3 ¼ �bx2 � cx3;

8<
: ð48Þ

with f x1ð Þ ¼ m1x1 þ 1
2 m0 � m1ð Þ x1 þ 1j j � x1 � 1j jð Þ, m0 ¼ �1:1726;m1 ¼

�0:7872; a ¼ 10; 725; b ¼ 10:593; c ¼ 0:268:
According to [37], the system (48) can behave chaotically for

a1 ¼ 0:93; a2 ¼ 0:99 and a3 ¼ 0:92:
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The slave system is a controlled fractional-order financial system [38], which is
described by:

Db1
t y1 ¼ y3 þ y2 � a1ð Þy1 þu1 u1ð Þþ d1
Db2

t y2 ¼ 1� b1y2 � y21 þu2 u2ð Þþ d2
Db3

t y3 ¼ �y1 � c1y3 þu3 u3ð Þþ d3

8><
>: ð49Þ

where a1 ¼ 3 is the saving amount, b1 ¼ 0:1 is the cost per investment and c1 ¼ 1 is
the elasticity of demand of commercial markets [38].

For ui ¼ 0 and di :ð Þ = 0, the system (49) can behave chaotically for b1 ¼
0:97; b2 ¼ 0:90 and b3 ¼ 0:96: The disturbances are chosen as: d1 tð Þ ¼ d2 tð Þ ¼
d3 tð Þ ¼ 0:2 sin 3tð Þþ 0:2 cos 3tð Þ: The initial conditions are:x 0ð Þ ¼ ½0:2;�0:1; 0:1�T
and y 0ð Þ ¼ ½2; 1; 2�T .

The input nonlinearities ui uið Þ for i ¼ 1; 2; 3 are selected as:

ui uið Þ ¼
ui � 3ð Þ 1:5� 0:3e0:3 sin uið Þj j� �

; ui [ 3
0; �3� ui � 3
ui þ 3ð Þ 1:5� 0:3e0:3 sin uið Þj j� �

; ui\� 3

8<
:

The used fuzzy systems, hTi wi yð Þ, with i = 1, 2, 3, have the vector y ¼ ½y1; y2; y3�T
as input. For each input variable of these fuzzy systems, as in [36], one defines three
(one triangular and two trapezoidal) membership functions uniformly distributed on the
intervals [− 2, 2].

The design parameters are chosen as follows: k21 ¼ k22 ¼ k23 ¼ 2; k31 ¼ k32 ¼
k33 ¼ 10; ch1 ¼ ch2 ¼ ch3 ¼ 5; k1 ¼ 1; k2 ¼ �1; andk3 ¼ 0:1; rh1 ¼ rh2 ¼ rh3 ¼
0:001; ck1 ¼ ck2 ¼ ck3 ¼ 5; rk1 ¼ rk2 ¼ rk3 ¼ 0:005:

The initial conditions for the adaptive parameters are selected as: h1j 0ð Þ ¼ h2j 0ð Þ ¼
h3j 0ð Þ ¼ 0:001 and k11 0ð Þ ¼ k12 0ð Þ ¼ k13 0ð Þ ¼ 0:1.

According to the used controller (smooth controller or no-smooth controller), we
can distinguish two simulation cases:

Case 1. (by applying the no-smooth controller (46)): The obtained simulation results
for this GPS are depicted in Fig. 1. It is clear from this figure that the trajectories of
slave system (y1; y2; y3Þ effectively track to that of the master system k1x1; k2x2; k3x3ð Þ.
The corresponding control signals are also bounded and admissible but with chattering.

Case 2. (by applying the smooth controller (47)): The simulation results, obtained
when the smooth controller (47) is used, are presented in Fig. 2 In this case, we can
clearly see that the chattering phenomenon is mitigated in the control signals.

6 Conclusion

The problem of GPS of incommensurate fractional-order chaotic systems with dead-
zone input has been investigated in this work. This GPS has been successfully
accomplished by the conception of an adaptive fuzzy variable-structure controller.
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Of fundamental interest, a Lyapunov based analysis has been carried out to conclude
about the asymptotical stability as well as the convergence of the fractional-order
sliding surfaces towards zero. Computer simulation results have been provided to
confirm the validity of the proposed GPS system based on adaptive fuzzy control for
the synchronization of incommensurate fractional-order chaotic systems with unknown
bounded disturbances, uncertain dynamics, and input nonlinearities.
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Abstract. This paper propose an Hybrid Bond Graph modeling of the cement
water treatment process. The description of this complex process highlights the
diversity of physical phenomena which leads to the interaction between several
domains such as hydraulic, chemical, electrical, etc. An experimental charac-
terization of the system is performed in order to assess the validated bond graph
model of the studied process. The simulation results obtained from this elabo-
rated model reveal a significant conformity compared to the experimental
results.

Keywords: Modelling of cement water treatment process � Hybrid bond graph
Experimental validation

1 Introduction

The water treatment system is considered as one of the complicate industrial systems
due to its large number of components. Closely, it’s the result of many interacting
domains such as hydraulic, electrical, mechanical and chemical domains. Such system
diversity of integrating several kinds of energy behavior makes the modeling process of
these multidisciplinary systems difficult due to the fact that the most current software
tools can only operate in a single domain. Hence, the Hybrid Bond Graph
(HBG) formalism can be seen as powerful tool that is well adapted for dynamic
modeling of such a multi-physical system [1]. Nowadays, the modeling community is
interested in the hybrid dynamic system (HDS) thanks to its ability to represent the
industrial systems in a more real way than any other dynamics. In the latter of 1990s,
many suggestions of modeling the (HDS) were presented in the literature. The most
interesting of these is the hybrid bond graph. In reality, researchers classify the hybrid
bond graph models into two categories. The first one is called the fixed causality
approach where the switching elements preserve the causality of these systems and
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only the varying parameters at the switching instants. Many models were developed to
express this technique. For example, the model in [2] uses the modulated resistor as a
switching element. It accords an important value to the resistor to express the ON state
then it decreases this value to have the OFF state. Another model is proposed by [3]
where the switching element is represented by combining a transformer, which com-
mands the switching process, with a fixed resistor. In a similar vein, the authors in [4]
propose the modulated transformer. Later in [5], the model develops bonds modulated
by a zero or one signal. When the signal is zero, the bond must disappear; and when it
is one, the system considers the presence of this bond. This approach is more developed
in [6]. The second category of the hybrid bond graph model focuses on systems where
their causalities vary after switching. Many works has dealt with this topic such as the
switched source where the switch is modeled as a source of commutation between the
source of the null flow and the null effort, imposing a zero flow/effort at the connecting
junction when OFF [7]. Based on the switched source, the authors in [8] present the
switched storage element as a compound element, acting as a regular storage element
when ON and a switched source (null source) when OFF. Shortly afterwards, the work
in [9] presented the controlled junction which is a regular 0- or 1-junction when ON
and a null source on each bond when OFF. This paper presents a modeling of a real
process of water treatment of the Djbel Rassas’s cement plant. This modeling is based
on a hybrid bond graph approach. Accordingly, the first section includes a detailed
description of the cement water treatment process. In Sect. 2, a hybrid bond graph
model of whole system is proposed with the aim of imitating the real behavior of the
system. Section 3 is dedicated to the experimental background of this system which is
then compared to the simulation results developed from the model. The final section
presents the conclusion.

2 Cement Water Treatment Process

2.1 The Description of the Process

The water treatment process is a sequence of operations required to reach the antici-
pated quality. To detail the functioning of the process is described in the next part. The
raw water tank (761.TK100) is the storage of the incoming raw water from the source.
During the treatment process, the water flow is pumped with two raw water pumps
(761.WP110 & 761.WP111). During the normal operation, only one raw water pump is
running and is able to feed both filters (761.FU120 and 761.FU121) with a total flow of
72 m3/h each of the two parallel filters (known as sand filters) feeds one reverse
osmosis unit. The capacity of each filter is 36 m3/h and is fed by the raw water pumps.
This sand filtration operation removes the suspended solids and particles from the raw
water which can deteriorate the performance of the reverse osmosis membranes.
Pressure filters are also intended to protect the subsequent RO process during abrupt
situations when the best water quality changes. After that, the two parallel reverse
osmosis units (line 1 and 2) are installed. The reverse osmosis is the finest filtration
used to purify water and remove salts and other impurities in order to improve the
properties of the water. The reverse osmosis uses a semipermeable membrane allowing
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the water to pass through while rejecting the remaining contaminants. The process of
the reverse osmosis requires a driving force to push the pure water through the
membrane, typically a high pressure pump. All water cannot be filtered through the
membrane; hence the need for the reject of about 25–50% of feed flow. The capacity of
one reverse osmosis unit at “maximum” raw water parameters is 21 m3/h, while the
total capacity is 42 m3/h. As for the water distribution system, the raw water system is
supplies water to the cooling water tank (762TK100) which is subdivided into a cold
tank and a hot tank when the level indicators (762.TK100N01762.TK100N01) in the
cooling water tank indicate a low level. In fact, this level governs the functioning of the
RO and the raw water treatment in the following way: when the level of the cooling
water reservoir lowers, it will give a “run signal” to the raw water treatment process.
The tank level shall determine if one or two RO units are operating. Several levels can
be set to the reservoir as follows: Low level 1 < 2.5 m: Start one RO unit. Low level 2:
2.50 m: Start both RO units. High level 1: 4.70 m: Stop RO unit. High level 2: 5 m:
Stop the second RO unit (both stopped). When the water flow runs to the cooling water
tank, the inhibitor dosing adds a corrosion inhibitor to the water supply pipeline. When
it arrives at the cooling water tank with an appropriate level, the cooling water pumps
(762WP110 or 762WP111) will circulate the water flow to the cooling towers
(762CL120 & 762CL121) and the flow outlet fills the cold tank of the whole cooling
water tank (Fig. 1).

2.2 Hybrid Bond Graph Model of the Cement Water Treatment Process

Accordingly, the bond graph is used to model our described system. Initially, the whole
process detailed in the previous section is modeled by a word bond graph represented
in Fig. 2. In this scheme, the main parts which compose the real systems are
schematized and will be well detailed in the following sections. The model involves
two physical domains, namely (1) the mechanical rotation and (2) the hydraulic
domain.

(1) Tank model: The water treatment process contains three tanks namely, raw water
storage, cooling water storage and cooling tower storage. In addition, each tank is
defined as the hydraulic capacity derived from the equation in [10, 11]. Then, all
these tanks are modeled in bond graph’s languages as C-element with (CTank)

Fig. 1. The cement water treatment process.
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expressing hydraulic capacity, (PTank) is the pressure and (QTank) is the water flow
stored in the tank, such that:

PTank ¼ 1
CTank

Z
QTankdt ð1Þ

CTank ¼ A
qg

ð2Þ

Where (A) is the section, (g) is the constant of gravity; g = 9.81 m/s2 and (q) is the
density of water.

(2) Pump model: The process disposes of five pumps with different parameters as
follows:

• Centrifugal Moto-pump of raw water: This pump is Grundfos (NB50-160/167),
it permits pumping the raw water to treatment process with a maximum flow of
72 m3/h. This one is driven by a three-phase asynchronous motor with 11 kW
of the rated power.

• Two centrifugal Moto-pump of RO: each pump of the RO unit is Grundfos
(CRN45-11), it allows pumping the filtered raw water to the reverse osmosis
with a maximum flow product of 36 m3/h. Each pump is driven by a three-
phase asynchronous motor with 22 kW of the rated power.

• Moto-pump of cooling tower: this centrifugal pump is Grundfos (NK125-
500/548), it permits pumping the flow of water from the hot tank to the cooling
tower with a maximum flow product of 300 m3/h. This pump is driven by a
three-phase Asynchronous Motor with 55 kW of the rated power.

• Moto-pump of distribution: this centrifugal pump is Grundfos (NB50-200/219),
it permits pumping the flow coming from the cooling water tank to the plant
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with a maximum flow product of 350 m3/h. It is driven by a three phase
Asynchronous Motor with 22 kW of the rated power. In general, the design of
the pump is based on methods using empirical and semi-empirical equations
which allow for obtaining the geometry of the hydraulic surfaces insuring a
maximum efficiency. In another way, as said in [12], the amount of flow moved
by the pump on the total area of its veins, (a), minus the effective loss in the
moved flow due to the curvature of veins, (b). In bond graph language, the
mechanical–hydraulic power conversion is modeled in many ways [10]. A non-
linear gyrator with (a) and (b) coefficients model is chosen in Fig. 3 to suit the
actual system’s behavior [13].

PP ¼ a� Xþ b� QPð Þ � X� c� Q2
P ð3Þ

Tm ¼ a� Xþ b� QPð Þ � QP þ fm þ fp
� �� X ð4Þ

Where (Tm) is the load torque of the motor of pump, (PP) is the pressure of the
fluid, (QP) is the pump’s flow, (X) is the rotation speed of the motor, (a, b) are
the pump parameters; and (c) is a parameter presenting the losses in the
pump. The losses in the pump’s model are identified as follow: where (c) is the
hydraulic friction, (Jpm ¼ Jm þ Jp) is the motor-pump mechanical inertia and
(fpm ¼ fm þ fp) is the motor-pump mechanical losses [14]. These pump
parameters (a, b, c and fpm) are extracted from experiments. The final resulting
motor pump model can be expressed as follows in Fig. 3 after neglecting the
equivalent inertia effect (Jpm = Jp + Jm) [15]:

(3) Pipe model: The hydraulic dissipation in the pipes is modeled by an R-element,
then the pressure (PPipe) is computed according to the Bernoulli law [10, 16] as
follows:

PPipe ¼ RPipeQ
2
Pipe ð5Þ

Pp
Qp

Tm

Rfpm

I Jpm

MGY

R

1 1Se

a.Ω b.Qp

c. Ω

Ω

Fig. 3. The pump’s bond graph model.
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Where (PPipe) is the pressure, (QPipe) is the water flow passing through the pipe and
(RPipe) is the debit coefficients.

(4) Reverse osmosis model: The Reverse Osmosis device is the finest filter. By
applying an external pressure, which must be superior to the osmosis pressure, the
flow direction will be reversed. To summarize, two types of water will be obtained
from the water feed. The first one is the permeate which is the good water that
comes out of an RO system and has the majority of removed contaminants. The
reject, is the second type of water that contains all of the contaminants that are
unable to pass through the RO membrane. To model the RO, only the hydraulic
domain is taken into account in this paper. The RO bond graph model is composed
of several elements which will be individually detailed [14, 17]. In reality, the plant
is equipped with two identical reverse osmosis RO units. Each RO contains nine
vessel pipes and every vessel pipe incorporates three membranes of eight inches.
These membranes are EUROWATER series 03-27 which is designed with a flow
rate from 5 to 30 m3/h. The important element in RO is the membrane which is
modeled as a C-element corresponding to an hydraulic capacity. To characterize
the membrane’s permeability, the mechanism of mass transport across the mem-
brane, commonly known as the “solution diffusion” model, is considered. The
solution-diffusion transport equation for the reverse osmosis can be derived as
follows:

J ¼ Lm DP� DPð Þ ð6Þ

Where (J) is the water flux through the membrane, (DP) is the transmembrane
pressure difference, (DP) is the difference in osmotic pressure between the feed
and the permeate and (Lm) is the permeability coefficient of the membrane. In fact,
the pressure needed to force a solvent (water), to leave a solution (seawater, waste
water, etc.) and to oblige permeates to pass through the membrane. For an ideal
solution with a complete dissociation of salt ions, the osmotic pressure is defined
as:

P ¼ iCRT ð7Þ

Where (P) is the osmotic pressure, (C) is the salt ion concentration, (R) is the ideal
gas constant, (T) is the solution temperature and (i) is the number of the ions in
solution. The losses in the RO are also modeled as R-elements. They are
subdivided into losses in pipes, also known as a loss of pressure between the input
and rejection sides, and a loss at the output of the rejected water through the control
valve (Fig. 4).

(5) Cooling tower model: The cooling tower phenomenon consists of the evaporation
of the falling water film on the fill packing due to its interaction with the rising air
stream which results in the cooling of the water stream as well as the heating and
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humidification of the outlet air [18]. Due to the complexity of the thermal phe-
nomenon in the cooling tower, only the hydraulic part is studied in this model.
Furthermore, the equations of the mass conservation of the two phases which are
available in the cooling towers derived two forms as shown in Eqs. (8) and (9)
below. The first one is the mass conservation for the dry air and the second is the
mass conservation for water.

mair;in ¼ mair;out ð8Þ

_mwater;in þwair;in _mair;in ¼ _mwater;out þwair;out _mair;out ð9Þ

With ( _mair;in) and ( _mair;out) are the mass flow inlet and outlet of air and ( _mwater;in)
and ( _mwater;out) are the mass flow inlet and outlet of water and (w) is the humidity
ratio. The last equations allow approaching the model of the cooling towers.

Indeed, the cooling towers are modeled as an R-element which represents the flow
of water lost in the vapor transformation. Then, the tank storage of the cool water in
the cooling tower is seen as a hydraulic capacity (Fig. 5).
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Rmodule
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Fig. 4. RO’s bond graph model
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Fig. 5. Cooling tower’s bond graph model
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3 Experimental Validation of the Process

Aim to model the real behavior of the cement water treatment process; the bond graph
model must consider the hybrid character of this system. To detail, the cooling water
tank level able to give order to start run the both lines of the RO or stop one and let just
one line in function. This was described in the Sect. 2. Closely, in this model we just
reveal the significant modes which affect directly the functioning of the process.
The first mode is defined when the level in cooling water tank reaches about 2.50 m:
this level let start the run of the two RO units. Similarly for the second mode, the level
is the only responsible on the control of ON and OFF of the osmosis lines. So for a
level of 4.70 m, the cooling water tank let work only one RO unit and stop the second.
We refer to the hybrid bond graph and especially to the controlled junction which
behaves as a normal 1- or 0-junction when ON and a source of zero flow or effort
(respectively) when OFF. The controlled 1-junction is therefore used to break or inhibit
flow and a controlled 0-junction is used to inhibit effort. The commonly accepted
notation for controlled junctions is X1 and X0. In our model, we deal with autonomous
switching when the convenient level is reached the junction commutates. So, we
browse a logical function for decision which able to determine the suitable level for
switching. To recapitulate, the bond graph model of whole process is shown in
appendix.

The simulations of the BG model of the cement water treatment process are
achieved by the 20-Sim© software, especially adapted for dynamic modeling of
multidisciplinary energy systems. Then, we compare these elaborated simulations with
the experimental results. Concerning the experimental results, the water treatment
process is exploitable via a specific graphical interface developed by the plant con-
structor. This interface has the favor to allow the follow of the evolution of the process
in real time and have access to any measurable data at any time. A series of illustrations
is presented that demonstrate the accuracy of the proposed bond graph model. In
reality, the Figs. 7 and 8 show the first mode of the system when the two lines operate
together. As said before, the level of cooling water tank determines the operating mode
of the treatment process. Consequently, the Figs. 6 and 9 imply the autonomous
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Fig. 6. The cooling water level controlling the first mode.
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character of the switching. Indeed the Fig. 6 demonstrates that the chosen range of
level from 2.7 to 3.06 m is corresponded to the right condition for establishing the first
mode which illustrated respectively in the curve of Figs. 7 and 8. In fact, Fig. 7 show
that the real permeate flow of the first osmosis isn’t far from the same flow obtained by
the hybrid bond graph model. Similarly, the curve drawn in Fig. 8 shows that, despite
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some errors, simulation results of the second RO in the first mode process model are
adequately conform to experimental results.

Practically, for the range of level from 4.74 m to 4.92 m which is illustrated in
Fig. 9, our model switches as the real process to the second mode. So the curves
respectively in Figs. 8 and 9 demonstrate well this mode. They explain that the
behaviors of the simulated and the experimental permeate flow of the first osmosis in
this current mode are conform. By the same way, in the second osmosis, the simulated
and experimental permeate flow of this osmosis in this current mode reflect that only
one osmosis is ON state (Figs. 10 and 11).

4 Conclusion

In this paper, the modeling of cement water process is considered. We develop a model
of a real industrial process that takes into consideration many physical fields and
presents a hybrid dynamic behavior. Consequently, we used the formalism of the
hybrid bond graph because it is considered as a suitable tool to model the multidis-
ciplinary process. In fact, the hydraulic equivalent sub-models of each process’s ele-
ment are deduced from its real hydraulic behaviors which are then integrated into the
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whole bond graph model of the cement water treatment process. The experimental and
simulation results showed the efficiency of the implemented model using hybrid bond
graph formalism. Practically, the elaborated model has proved its coherence in case of
an autonomous switching between modes and permits the studied flows of each reverse
osmosis to reach the experimental ones.

Appendix

Variables Description Value Unit

ARaw Tank Surface of Raw Tank 100 [m2]
ACooling Water Tank Surface of Cooling

Water Tank
42 [m2]

ACooling Tower Surface of Cooling Tower 12.5 [m2]
QBf Flux of first filter before filtering 36 [m3/h]

Flux of second filter before filtering 36 [m3/h]
QAf Flux of first filter after filtering 30.1 [m3/h]

Flux of second after filtering 35.3 [m3/h]
Pump of raw water 761.WP110
Pp Pressure of pump 3 Bar
Ω Rotation speed of pump 1863 rpm
Moto-pump of RO 761WP151
Pp Pressure of pump 23 Bar
Ω Rotation speed of pump 2950 rpm
Pump of cooling Tower 762WP110
Pp Pressure of pump 1.9 Bar
Ω Rotation speed of pump 966 rpm
Moto-pump of distribution (762WP210)
Pressure of pump Pressure of pump 6 Bar
Ω Rotation speed of pump 2955 rpm
Cooling Tower
Qfout Water flow out of cooling Tower 265 [m3/h]
Tin Water inlet temperature 50 °C
Tout Water outlet temperature 35 °C
Qevaporation Evaporation flow 6.4 [m3/h]
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Abstract. In this paper, an adaptive neural networks control approach is pro-
posed for a class of multi-input multi-output (MIMO) non-affine nonlinear
dynamic systems in the presence of input saturation. The difficulty in controlling
the saturated non-affine system is overcome by introducing a system transfor-
mation, so as the system can be reformulated as an affine of a canonical system.
In the control design, neural networks are used in the online learning of the
unknown dynamics and the input saturation is approximated to reduce the
influence caused by the nonlinearities, and a robustifying control term is used to
compensate for the approximation errors. Compared to the literature, in the
proposed approach, the structure of the designed controller is much simpler
since the causes for the problem of complexity growing in existing methods are
eliminated. The stability analysis of the closed-loop system is investigated by
using Lyapunov theory. Numerical simulation illustrated the proposed control
scheme with satisfactory results.

Keywords: Adaptive control � Neural network
Multi-input multi-output (MIMO) nonlinear non-affine systems
Input saturation

1 Introduction

The design of robust adaptive controllers for multivariable unknown non-linear sys-
tems remains one of the most challenging tasks in the area of control systems. The
principal difficulty for the control of non affine-in-control nonlinear systems resides in
the fact that the control signals can not be explicitly obtained although the dynamics of
the system is well known. In the literature, some significant results for non-affine
MIMO systems for the fuzzy logic control have been obtained (Liu and Wang 2007;
Wang et al. 2007; Boulkroune et al. 2012).
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Interesting works dealing with non-affine problem by using Taylor series expansion
in order to obtain an affine system is addressed in Boulkroune et al. (2012). In Doudou
and Khaber (2012), the implicit function theorem is used to demonstrate the existence
of an ideal controller that can achieve control objective. In Boulkroune et al. (2012),
Wang et al. (2007) the authors developed an adaptive fuzzy control scheme to stabilize
a class of MIMO non-affine nonlinear systems where the mean value theorem is first
used to transform unknown non-affine functions into an equivalent affine form. Then,
by introducing some special type of Lyapunov functions, and using the approximation
property of the RBF systems and backstepping method (Min et al. 2009; Wang et al.
2009), the control scheme is achieved. In the above works, the stability analysis of the
closed-loop system is performed by using a Lyapunov approach.

In real world, input nonlinearities exist widely in physical systems such as
mechanical, hydraulic, magnetic, and other types of systems components, so dealing
with these nonlinearities in controller design is an important research field. Dead-zone
in Boulkroune and M’Saad (2011), Tong and Li (2013), backlash and hysteresis in
Shahnazi (2015), Su et al. (2003), and saturation nonlinearities in Esfandiari et al.
(2015), He and Jagannathan (2005) are common non-smooth nonlinear characteristics
dealt with in the literature. Input saturation is one of the most important non-smooth
nonlinearities in many practical systems, which can hard limit system performance.
Therefore, the effect of input saturation should be taken into consideration in the design
and analysis of control systems. If the input saturation is ignored in the control design,
the closed-loop control performance will be severely degraded, and instability may
occur. Many significant results on control design of systems with input saturation have
been obtained (Chen et al. 2010; Yang et al. 2015; Shahnazi 2016).

Motivated by the above observations, in this paper, we investigated a direct
adaptive neural network control scheme for a class of MIMO non-affine nonlinear
systems in the presence of input saturation. The basic idea is to use a function trans-
formation in order to reformulate the non-affine system into an affine in Brunovsky
form. The neural network systems are used to approximate the unknown nonlinear
function and the nonlinear term arising from the input saturation. To compensate for
the approximation errors and external disturbances, a robustifying control term is
employed in addition to the r-modification in the adaptation laws (Ioannou 1984).

Compared to the literature (Shenglin and Ye 2014; Chen 2009), the MIMO affined
nonlinear systems, in normal form, are usually used without input saturation, in this
paper the more complicated nested non-affine nonlinear systems are considered with
input saturation. Therefore, the control design problem of this paper cannot be solved
by employing the previous works directly. Furthermore, the considered class of MIMO
nonlinear systems. The proposed control scheme can not only guarantee the bound-
edness of all the signals in the closed loop system and the tracking performance, but
also provide a simple and effective way for controlling input saturated non-affine
systems with mild assumptions. Simulation experiments are used to verify the effec-
tiveness of the developed approach.
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2 Problem Formulation

Consider the MIMO nonlinear non-affine system described by the following normal
form:

yn1 ¼ f1ðx; uðvðtÞÞþ d1ðt; xÞ
..
.

ynp ¼ fpðx; uðvðtÞÞþ dpðt; xÞ

8><
>: ð1Þ

where x ¼ x1; ::; xp
� �T2 Rn is the system state vector, which is assumed available for

measurement, with xTi ¼ yi; _y; . . .; yðni�1Þ� � 2 Rni ; 8i ¼ 1; . . . ; p and y ¼ y1; . . .; yp
� �T2

Rp are the system output vector, respectively, and fiðx; uðvðtÞÞÞ; i ¼ 1; ::; p are smooth
unknown non-affine functions and diðt; xÞ; i ¼ 1; ::; p are unknown external distur-

bances. Moreover, v ¼ v1; . . .; vp
� �T2 Rp denotes the actual control input and uðvðtÞÞ ¼

u1ðvðtÞÞ; . . .; upðvðtÞÞ
� �T2 Rp are the input saturation types of the nonlinearity. To Wen
et al. (2011), input saturation u(v(t)) can be described by

uðvðtÞÞ ¼ satðvÞ ¼ signðvðtÞÞum vðtÞj j � um
vðtÞ vðtÞj j � um

�
ð2Þ

where um ¼ um1; . . .:; ump
� �T

are a known bound on u(t). The relationship between the
applied control uðtÞ and the control input vðtÞ has a sharp corner when vðtÞj j ¼ um. This
saturation description cannot be applied directly. According to Wen et al. (2011), the
saturation can be approximated by the following smooth function

gðvÞ ¼ um
� tanhð v

um
Þ ¼ um

e v=umð Þ � e� v=umð Þ

e v=umð Þ þ e� v=umð Þ ð3Þ

Then, sat(v(t)) in (2) can be expressed as

satðvÞ ¼ gðvÞþ dðvÞ ¼ um
� tanhð v

um
Þþ dðvÞ ð4Þ

where dðvÞ ¼ satðvðtÞÞ � gðvÞ is bounded as proved in Wen et al. (2011).
The control objective is to design an adaptive neural network controller uðtÞ for

system (1) such that the system output yðtÞ follows a desired trajectory ydiðtÞ, while all
the signals of the closed-loop system are bounded.

Adaptive Neural Control Design 157



In order to get explicit control variable, one can transform the non-affine system (1)
into an affine system by performing the Mean Value Theorem (Du and Chen 2009) as
follows:

f1ðx; uðvÞÞ ¼ f1ðxÞþ g1ðx; u�Þu1ðvÞ
..
.

fpðx; uðvÞÞ ¼ fpðxÞþ gpðx; u�ÞupðvÞ
ð5Þ

where u� is a point between zero and uðvÞ.
Throughout this paper we make the following assumption:

Assumption 1: The desired trajectory vector yd ¼ yTd1 ; . . .; y
T
dp ; y

np
dp ; . . .; y

np
dp

h iT
where

ydi ¼ ydi ; _ydi ; . . .; y
ðni�1Þ
di

h i
, is continuous and bounded.

Assumption 2: The unknown disturbances DðtÞ are bounded by unknown constants D
such that: Dðt; xÞ�� ���D

Let define the tracking errors as

e1ðtÞ ¼ yd1ðtÞ � y1ðtÞ
..
.

epðtÞ ¼ ydp � ypðtÞ
ð6Þ

Then, using (5) we get

en11 ¼ yn1d1 � f1ðxÞ � g1ðx; u�Þu1ðvÞ � d1ðx; tÞ
..
.

enpp ¼ ynpdp � fpðxÞ � gpðx; u�ÞupðvÞ � dpðx; tÞ
ð7Þ

Let us define:

FðxÞ ¼
f1ðxÞ
..
.

fpðxÞ

2
664

3
775; gðx; u�Þ ¼

g11ðx; u�Þ . . . g1pðx; u�Þ
..
. . .

. ..
.

gp1ðx; u�Þ � � � gppðx; u�Þ

2
664

3
775 A ¼ diag A1; . . .;Ap

� �
;B ¼ diag b1; . . .; bp

� �

with Ai ¼

0 1 . . . 0 0
0 0 1 � � � 0
..
. ..

. ..
. . .

. ..
.

0
0

0
0

0
0

..

.
1

� � � 0

2
666664

3
777775; bi ¼

0
0
0
..
.

1

2
6664

3
7775 Dðx; tÞ ¼

d1ðx; tÞ
..
.

dpðx; tÞ

2
64

3
75
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which can be written in matrix form as

_e ¼ AeþB �FðxÞ � gðx; u�ÞuðvÞþ yðnÞd � Dðx; tÞ
h i

ð8Þ

Based on (4), the system (1) can be rewritten in the following form:

_e ¼ AeþB �FðxÞ � gðx; u�ÞðgðvÞþ dðvÞÞþ yðnÞd � Dðx; tÞ
h i

¼ AeþB �FðxÞ � gðx; u�ÞgðvÞþ yðnÞd � Dðt; xÞ
h i

¼ AeþB �FðxÞ � gðx; u�Þv� Duþ yðnÞd � Dðt; xÞ
h i ð9Þ

where Du ¼ gðx; u�ÞðgðvÞ � vÞ, and where Dðt; xÞ ¼ gðx; u�ÞdðvÞ � Dðx; tÞ.
Suppose FðxÞ and gðx; u�Þ are known, Dðt; xÞ ¼ 0, then from (9) the ideal controller

can be chosen as.
Thus, the nonlinear system (9) can be written as

v� ¼ gðx; u�Þ�1 Fð�xÞþ yðnÞd � kTeþDu
h i

ð10Þ

where e ¼ eT1 ; . . .; e
T
p

h iT
with ei ¼ ei; _ei. . .; e

ðni�1Þ
p

h iT
, and feedback gain vector

kT ¼ kT1c; . . .; k
T
2c

� �
. Inserting Eq. (10) into (9) and after simple manipulations, we have

eðn1Þ1 þ k1n1e
ðn1�1Þ
1 þ . . .þ k11e1

..

.

enpp þ kpnpe
ðnp�1Þ
p þ . . .þ kp1ep

2
64

3
75 ¼

0
..
.

0

2
4

3
5 ð11Þ

If the all coefficients kij are chosen such that all polynomials in Eq. (11) are
Hurwitz, which implies that limt!1 eðtÞ ¼ 0, the main control objective is achieved.

Nevertheless, Fð�xÞ and gðx; u�Þ are unknown, so the controller v� cannot be real-
ized. A comprehensive solution is to employ NNs to approximate unknown functions
and design. It is shown that the nonlinear continuous functions can be approximated by
NNs with an arbitrary accuracy.

3 HONN and Function Approximation

The structure of HONN is expressed as the following (Shuzhi et al. 2008):

/ðW ;ZÞ ¼ WTSðZÞW ; SðZÞ 2 Rl ð12Þ

SðZÞ ¼ s1ðZÞ; . . .; slðZÞ½ �T ð13Þ
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siðZÞ ¼
Y
j2Ii

sðzjÞ
� �djðiÞ; i ¼ 1; . . .; l ð14Þ

where Z 2 Xz 2 Rm is the input to HONN, l is a positive integer and denotes the NN
node number, I1; . . .; Ilf g is a collection of l unordered subsets of 1; . . .;mf g, specified
by the designer, dij are non-negative integers, W is an adjustable synaptic weight
vector, sðzjÞ is chosen as a hyperbolic tangent function

sðzjÞ ¼ ðezj � e�zjÞ=ðezj þ e�zjÞ ð15Þ

For a smooth function f ðzÞ over a compact set Xz 2 Rm, given a small constant real
number �e[ 0, if l insufficiently large, there exists a set of ideal bounded weights W�

such that

supz2Xz
f ðZÞ � /ðW ; ZÞj j ð16Þ

From the universal approximation results for neural networks (Gupta and Rao
1994), it is known that the constant �e can be made arbitrarily small by increasing the
NN nodes number l.

4 Control Design and Stability Analysis

To facilitate the controller design, and according to the fact that a neural network
system is a universal approximator, we use a HONN in the form of (12) to approximate

each component of the ideal input control vector v� ¼ v�1; . . .; v
�
p

h iT
as follows:

v�i ¼ W�T
i SiðZÞþ eiðZÞ; i ¼ 1; . . .; p ð17Þ

where Z ¼ xT ; v; uðvÞ;u½ �TZ 2 Xz is the input vector, as Xz is a compact set, where

u ¼ u1; . . .;up

� �T
are given as follows:

u1 ¼ yðn1Þd1 þ k1;n1e
ðn1�1Þ
1 þ . . .þ k1;1e1

..

.

up ¼ yðnpÞdp þ k1;npe
ðnp�1Þ
1 þ . . .þ kp;1ep

ð18Þ

eiðZÞ is the neural network approximation error considered arbitrarily small and
bounded from the theory of the approximation, and W�

i is ideal parameter vector which
minimize the function eiðZÞj j. These optimal parameters satisfy:

W�
i ¼ argminwi2Xw

supz2Xz
v�i ðZÞ � viðZÞ
�� ��n o

ð19Þ
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Let us denote

W� ¼ W�T
1 ; . . .;W�T

p

h iT
; SðZÞ ¼ diag S1ðZÞ; . . .; SpðZÞ

� �
eðzÞ ¼ e1ðzÞ; . . .; epðzÞ

� �T
Therefore, we can write

v�ðzÞ ¼ W�TSðZÞþ eðZÞ ð20Þ

Since the ideal parameter vector W� is unknown, it should be estimated by a
suitable adaptation law. Let W be an estimate of the ideal vector and define the control
law as the adaptive neural network approximation of the ideal controller (10), i.e. the
control law for system (9) is chosen as

v ¼ ŴTSðZÞþ us ð21Þ

us ¼ q̂ tanhðeTPB� 2Þ ð22Þ

where us ¼ us1; . . .; usp
� �T

is a vector of supplementary signal which guarantees the
stability of the closed-loop system, is 2 a small positive constant, and tanh(.) is the
hyperbolic tangent function. To achieve the control objectives, we define the parameter
adaption laws as follows:

_̂W ¼ CðeTPBSðZÞ � r1ŴÞ ð23Þ

_̂q ¼ cðeTPB tanhðe
TPB
2 Þ � r2q̂Þ ð24Þ

where C, c, r1 and r2 are positive constants.

Assumption 3: The approximation errors eðZÞ is bounded, i.e., eðZÞk k��e where �e is
unknown constant.

By substituting (10) and (20) into the (9), we get

_e ¼ ðA� BkÞe� B W�TSðZÞþ eðZÞ � v� Dðt; xÞ� � ð25Þ

Using (21), the error dynamic (25) of the MIMO nonlinear system can be expressed
as

_e ¼ ðA� BkÞeþB½ eWTSðZÞþ eðZÞ � us � Dðt; xÞ� ð26Þ

where eW ¼ W� � Ŵ is the parameter estimation error vector.
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Let kT ¼ kT1c; . . .; k
T
2c

� �
, with kTic ¼ ki1; . . .; kini½ � be a feedback gain vector selected

such that the matrix Ak ¼ ðA� BkÞ is stable. Thus, for any given positive definite
symmetric matrix, there exists a unique positive definite symmetric solution P to the
following Lyapunov algebraic equation:

AT
k PþAKP ¼ �Q

ðA� BkÞTPþðA� BkÞP ¼ �Q ð27Þ

Therefore, from preceding consideration, we obtain the following theorem.

Theorem: Consider the system (1) with Assumptions 1–3. Then, the control law
defined by (21–22) and the adaptation law (23–24). Then, it can be guaranteed that all
the signals of the closed-loop system are bounded, and the tracking errors converge to a
small neighborhood of origin.

Proof: Let us consider the following Lyapunov function candidate

V ¼ 1
2
ðeTPeþ eWTC�1 eW þ 1

c
~q2Þ ð28Þ

Using (26) and the fact that ~q ¼ �q� q̂ ¼ �eþD� q̂, (q̂ the estimates of the
unknown parameter �q), the time derivative of (28) can be written

_V ¼ 1
2 _e

TPeþ 1
2 e

TP _e� eWTC�1 _̂W � 1
c ~q

_̂q

¼ 1
2 e

TðAT
k PþAKPÞeþ eTPB½ eWTSðZÞþ eðzÞ � Dðt; xÞ � us�
� eWTC�1 _̂W � 1

c ~q
_̂q

ð29Þ

with (27), and the fact that Dðt; xÞ�� ���D and eðZÞk k��e from Assumptions 2 and 3,
(29) becomes

_V � � 1
2 e

TQeþ eTPB½q̂ tanhðeTPB2 Þ � us� þ eTPBj jð�eþDÞ
�eTPB�q tanhðeTPB2 Þþ eWT ½eTPBSðZÞ � C�1 _̂W �

þ 1
c ~q½eTPB tanhðeTPB2 Þ � _̂q�

ð30Þ

Note that for any 2 � 0, and using the following inequality (Ioannou 1984),
�x tanhðx=2Þ � xj j � j 2, with j ¼ 0:2785.

According to the parameter adaptation law (23) and (24), then (30) can be reduced to

_V � � 1
2
eTQeþ r1 eWTŴ þ r2~qq̂þ �qj 2 ð31Þ
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By completion of squares, we have

r1 eWTŴ � r1
2

W�k k2� r1
2

eW�� ��2 ð32Þ

r2~qq̂� r2
2
�q2 � r2

2
~q2 ð33Þ

(31) can be rewritten as follows:

_V � � 1
2 e

TQe� r1
2

eW�� ��2� r2
2 ~q

2 þ �qj 2 þ r1
2 W�k k2 þ r2

2 �q� aV þ b
ð34Þ

where b ¼ �qj 2 þ r1
2 W�k k2 þ r2

2 �q
2.

let a ¼ min kminðQÞ
kmaxðPÞ ;

r1
2kmaxðC�1Þ ;

r2
2c

n o
, where kminðQÞ denotes the minimum eigenvalue

of the matrix Q, and kmaxðC�1Þ and kmaxðPÞ denotes the maximum eigen values of C�1

and P, respectively.
Multiplying both sides by e�at, (34) can be expressed as

d
dt

VðtÞe�atð Þ� b e�at ð35Þ

Integrating (35) over [0, t], finally, we arrive at

0�VðtÞ� b
a
þ Vð0Þ � b

a

� 	
e�at ð36Þ

It can be shown from (36) that V is bounded. Then, all the variables in V are also
bounded, thus e, ~W and ~q are bounded. From the definitions of ~W ¼ W� � Ŵ and
~q ¼ �q� q̂ it is easy to show that Ŵ and q̂ also bounded. Each actual controller vi in
(21) can be considered as a function of e, Ŵ and q̂, thus vi remains also bounded.
Accordingly, we conclude that all the signals in the closed loop system are bounded.
From (28) and (36), it follows that

ej j � 1
kmin Pð Þ

b
a
þ Vð0Þ � b

a

� 	
e�at


 �
 �1
2

ð37Þ

If Vð0Þ ¼ b
a, e can converge to 1

kmin Pð Þ
b
a

� 
1
2
, i.e., limt!1 ej j ¼ 1

kmin Pð Þ
b
a

� 
1
2
,

Xe ¼ e ek k�j 1
kmin Pð Þ

b
a

� 
1
2

� �
.

This implies the tracking errors can converge to a bounded compact zero. This
completes the proof.
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5 Simulation Results

Consider the following nonlinear system (Boulkroune et al. 2012):

_x11 ¼ x12
_x12 ¼ x211 þ x212 þ 0:15u31ðvÞþ ð2þ cosðx11ÞÞu1ðvÞ � u2ðvÞþ d1

_x21 ¼ x22
_x22 ¼ x222 þ x11 þ x212 � 0:5u1ðvÞþ ð1þ x221Þu32ðvÞþ 2ðsinðx21ÞÞu2ðvÞþ d2

y1 ¼ x11
y2 ¼ x21

8>>>>><
>>>>>:

ð38Þ

where x ¼ x11; x12; x21; x22½ �T is the state of the system, u1 and u2 are the control inputs,
y1 and y2 are the system outputs, and the input saturation u(v(t)) are determined by (2)
with the parameter um = [0.8, 0.8]. The control objective is to force the system output
y1 and y2 to track the desired trajectories yd1ðtÞ ¼ sinðtÞ and yd2ðtÞ ¼ sinðtÞ.
Two HONN systems in the form of (12) are used to generate the unknown controller u1
and u2. Each HONN system has z ¼ zT1 ; z

T
2 ; z

T
3 ; z

T
4

� �T as input, where zT1 ¼ x11; x12;½
x21; x22�, zT2 ¼ v1; v2½ �, zT3 ¼ u1ðvÞ; u2ðvÞ½ � and zT3 ¼ €yd1 þ k12 _e1 þ k11e1;€yd2 þ k21 _e1 þ½
k22e2�, and the NN is constructed according to (14) and (15) with l ¼ 60 neurons. The
initial state xð0Þ ¼ 0:1; 0; 0:1; 0½ �T is and the initial values of the parameters estimates
Wð0Þ are set equal to zero. The design parameters used in this simulation are chosen as
follows: C ¼ 12 ;2 ¼ 0:01, r1 ¼ 0:1, r1 ¼ 0:01, c ¼ 10 Q ¼ Diag 5:5 5:5 5 5½ �,

d1 ¼ 5x211 � 2x22 and d2 ¼ 5x321 � 2x12, P ¼
8:125 0 2:75 0
0 8:125 0 2:75

2:75 0 2:625 0
0 2:75 0 2:625

2
664

3
775

kT ¼ 1
0

0
�1

�2
0

0
�2

� 	
.

The simulation results for both subsystems are shown in Figs. 1 and 2 illustrate the
boundedness and convergence of the tracking curves for both subsystems. The control
signals u1ðtÞ and satðu1ðtÞÞ and the control signals u2ðtÞ and satðu2ðtÞÞ can be observed
in Figs. 3 and 4, respectively. So, clearly, these simulation results verify our theoretical
results. Further, the proposed control strategy is compared with Boulkroune et al. (2012),
the control input u1(t) and u2(t), whose performance is presented in Figs. 3 and 4,
it illustrates that the proposed strategy performed better than in the Boulkroune et al.
(2012). In contrast, the control low in Boulkroune et al. (2012) does not have any
saturation compensation, and then the actuator might operate at the upper/lower satu-
ration region within longer period or suffer more abrupt change, which may result in the
wear failure in engineering applications.
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Fig. 1. Tracking curves of subsystem 1: actual; desired

Fig. 2. Tracking curves of subsystem 1: actual; desired

Fig. 3. Trajectory of u1 and satðv1Þ.
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6 Conclusions

In this paper, a direct adaptive controller for a class of MIMO non-affine nonlinear
systems using neural network systems in the presence of input saturation has been
developed. In this approach, a robustifying control term was added to deal with
approximation errors and the nonlinear term arising from the input saturation. Thanks
to function transformation, non-affine nonlinear systems can be transformed into affine
form where an ideal controller was developed. An adaptive HONN was used for
approximating the unknown controller to attain the desired performances, where the
adaptive laws were deduced from the stability analysis in the sense of Lyapunov.
Simulation results obtained showed the effectiveness of this technique.
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Abstract. The focus of this paper is on the design of high gain observer opti‐
mization techniques for the state synchronization of nonlinear perturbed chaotic
systems. The main objective of the developed approaches concerns the state
observer optimization design methods using proposed algorithms relevant to the
optimal control synthesis. As a matter of fact, two extensive optimization criteria
are proposed to calculate the observation gain and especially the setting parameter
θ. Thereby, the developed criteria achieve a compromise between the correction
term of the state observer and the observation error in the first one and the mini‐
mization of a cost functions, dealing with square errors between the master and
the slave systems, in the second one. Numerical simulations on the unified
perturbed chaotic system demonstrate the performances of the designed optimi‐
zation approaches.

Keywords: Nonlinear perturbed chaotic systems · High gain observer
Optimization · Synchronization

1 Introduction

Chaotic systems are considered as nonlinear bounded unstable systems with high sensi‐
tivity to initial conditions, and including infinite unstable periodic orbits in their strange
attractors [1]. Synchronization in chaotic dynamic systems reaches a terrific agreement
of interest among scientists in several fields [2, 3]. Chaotic systems synchronization are
highly applied in various nonlinear domains such as chemical reaction synchronization
and secret communication [4, 5].

Synchronization of two identical chaotic systems with different initial conditions
was initially considered by Pecora and Carroll. Different methods based on master–slave
pattern have been considered to synchronize chaotic systems [6]. The well-known
methods in this area are the adaptive control [7, 8], the sliding mode control [9], the
polytopic observer-based control [10], the gravitational search algorithm filter [11], etc.
Additionally, through [12], it is proven that estimating chaotic systems using nonlinear
state observer approach is achievable. Thus, the nonlinear estimation theory can be used
to design a receiver, which synchronizes with the driving system [13].
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Indeed, depending on the interest of the synchronization between the transmitter and
the receiver systems, controllers based on high gain observers might be arranged for
chaos synchronization. The characteristics of this observer are highly profitable in secure
communications because the signals delivered by systems are broadband, noise-like and
difficult to predict [14, 15]. The secure communication system implicates the develop‐
ment of a signal that involve a secret information that persisted indistinguishable inside
of a carrier signal [16, 17]. The security of this information can be established by
implanting it within a chaotic signal that can be transferred to a recommended receiver,
which must be able to detect and recover the information from the chaotic signal [18].

In the last years, numerous works are concentrated in optimizing state observers in
order to obtain improved state synchronization results of nonlinear systems. Thereby,
in [19, 20], a H∞ nonlinear observer for synchronizing the transmitter-receiver of
chaotic systems is dealt with, while the particle swarm optimization in chaos synchro‐
nization is considered in [21, 22]. Besides, the Kalman filter in [23], the interval observer
in [24], the high-gain proportional integral observer in [25] and the adaptive controller
in [26] have been optimized within many observer approaches. Furthermore, various
widespread global optimization methods like genetic algorithms (GA) [27], ant colony
optimization (ACO) [28], gravitational search algorithms (GSA) [29] and particle swarm
optimization (PSO) [30] are extensively used to solve system identification.

In this work, the design of a robust synchronization scheme for nonlinear perturbed
chaotic systems based on an optimal high gain observer is achieved. The designed opti‐
mization method used both the optimal control theory and also the Tabu algorithm. For
this aim, a quadratic optimization criterion is proposed to determine the optimal value
of the observation regulation parameter θ. Such a criterion may lead to the minimal value
of the cost function by attaining an arrangement between the correction term of the state
observer and its observation error. The efficiency of the proposed robust optimization
design of the high gain observer is tested through comparisons between an innovative
proposed cost function relevant to the optimal control criterion and another one dealing
with square error between the master and the slave systems. The effectiveness of the
designed approaches is highlighted by numerical simulation on an extensive application
example of the unified disturbed nonlinear chaotic systems.

The remainder of this paper is organized as follows. In Sect. 2, the nonlinear
perturbed chaotic systems and the high gain observer technique are presented.
Section 3 introduces not only the proposed optimization algorithm but also an innovative
cost function to synthetize the optimal high gain observer. In Sect. 4, simulation results
of the proposed optimal state observer-based synchronization design techniques are
provided for the unified perturbed chaotic system. Finally, some concluding remarks are
given in Sect. 5.

2 High Gain Observer Design Method

After the ingenious paper of Gauthier et al. [31], which presents a high gain observer
for nonlinear uniformly observable systems, the high gain observer framework has been
used for several classes of nonlinear systems. In this work, we aim to involve this kind
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of observer for the state synchronization of nonlinear disturbed chaotic systems given
by the following state representation:

{
ẋ(t) = Ax(t) + f (x(t)) + h(s, x(t)) + dt

y(t) = Cx(t)
(1)

where x(t) ∈ n is the state vector, y(t) ∈ m is the output vector, A ∈ n×n and
C ∈ m×n are constant matrices, s ∈ q is a known signal, d(t) ∈ n represents the
external disturbance vector affecting the system, f (.):n

→ n and h(.):n
→ p×q are

nonlinear functions.
To implement the high gain observer, the chaotic system (1) should be written in the

following condensed form:
{

ẋ(t) = F(x(t))x(t) + G(s, x(t)) + d(t)

y(t) = Cx(t)
(2)

where F(x(t)) =

⎡⎢⎢⎢⎢⎢⎣

0 F1
(
x1
)

0 … 0
0 0 F2

(
x1, x2

)
… 0

⋮ ⋮ 0 ⋱ ⋮

0 0 0 … Fn−1(x)

0 0 0 … 0

⎤⎥⎥⎥⎥⎥⎦
,

G(s, x(t)) =

⎡⎢⎢⎢⎣

G1
(
s, x1

)
G2

(
s, x2, x1

)
⋮

Gn(s, x)

⎤⎥⎥⎥⎦
and C =

[
In−1 0 … 0

]
.

Consider (1) as the drive system, the response system is then expressed by the high
gain observer given by the following state representation:

{
̇̂x(t) = Ax̂(t) + f (x̂(t)) + h(s, x̂(t)) − 𝜃Λ+(x̂(t))Δ−1

𝜃
S−1CT (Cx̂(t) − y(t))

ŷ(t) = Cx̂(t)
(3)

where θ is the observer regulating parameter, which is a strictly positive real number,
and S is the unique solution of the algebraic Lyapunov equation given by

S +TS + S − CTC = 0 (4)

with  the anti-shift matrix and C is the system output matrix expressed respectively as
follows

 =

⎡⎢⎢⎢⎣

0 1
0 0

… 0
⋱ ⋮

⋮ ⋮

0 0
⋱ 1
… 0

⎤⎥⎥⎥⎦
and C =

[
1 0 … 0

]
.
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The matrix Δθ, characterizing the high gain observer (3), is given by

Δ
𝜃
= diag

[
1 1∕𝜃 … 1∕𝜃n−1

]
. (5)

The matrix Λ(x̂ (t)), used in the state observer Eq. (3), is expressed in the following
form:

Δ(x̂(t)) =

⎡⎢⎢⎢⎢⎢⎣

In−1 0 … 0
0 F1

(
x̂1(t)

)
… 0

⋮ 0 ⋱ ⋮

0 0 …
p−1∏
i=1

Fi(x̂(t))

⎤⎥⎥⎥⎥⎥⎦
.

It is important to note that S−1CT can be expressed by

S−1C =
[

C1
q
Ip C2

q
Ip … Cq

q
Ip

]T
with Cp

n
=

n!

p!(n − p)!
.

It is evident that to attain the minimum estimation error, the setting parameter θ has
to be optimized. In the next section, an optimization algorithm for the optimal high gain
observer synthesis is propounded.

3 High Gain Observer Optimization Approach

This section deals with the nonlinear high gain observer optimization, and more
precisely, the optimization of a quadratic criterion in order to calculate the optimal
observation gain.

Since 1980s, metaheuristic techniques appeared with a common intention to solve
the most difficult optimization problems [32, 33]. These algorithms are iterative opti‐
mization methods designed to find decent solutions for difficult optimization problems
for which no more adequate deterministic method is available and the direct search for
the best solution could demand an excessive computation time. In the literature,
numerous metaheuristic methods have been designed, others are in the procedure of
being introduced. A state of the art for this topic, presenting a good number of variants
and hybridizations between methods, is presented in [34].

In this paper, it is obvious that the choice of the setting parameter θ is very important
for improving the efficiency of the high gain state observer and more exactly for the
convergence of the observation error. The choice of this parameter is accomplished so
far in a practical form.

In what follows, we propose a new approach to optimize the parameter θ by using a
quadratic criterion achieving a compromise between the performances of the state
observer and its observation gain.
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3.1 Proposed High Gain Optimization Criterion

It should be noted that the research for the minimal observation error amounts to the
research for an optimal parameter θopt. As a matter of fact, to search θopt, it is proposed
to minimize the following quadratic criterion:

J =
∞

∫
0

(
eT (t)Qe(t) + vT (t)Rv(t)

)
dt (6)

where v(t) = 𝜃𝛬
+(x̂(t))Δ−1

𝜃
S−1CTC(x(t) − x̂(t)) reflects the correction term of the high

gain observer, Q is a non-negative symmetric matrix and R is a positive definite
symmetric matrix of appropriate dimensions.

It is worth noting that the quadratic criterion (6) realizes a compromise between the

performances described by the term 
∞

∫
0

eT (t)Qe(t)dt and the energy of observation
expressed by the term∫ 0

∞vT(t)Rv(t)dt, i.e., to pursue a minimal observation error with
an optimum observation gain encompassed by the calculation of (t), allowing the
observed state vector to track the real one with a suitable and sufficient energy.

This optimization criterion can be presented as follows

J =
∞

∫
0

eT (t)FKe(t)dt (7)

with FK = Q + CTKTRKC and K = −𝜃Λ+(x̂(t))Δ−1
𝜃

S−1CT the observation gain.

3.2 Numerical Optimization Design Method

In order to optimize the quadratic criterion J, given by Eq. (6), it is necessary to calculate
first, for all (i = 1, …,), the corresponding value of the proposed criterion, and second
to search its minimal value among all the obtained values. Therefore, we have to look

through all the admissible values of θ the sign of dJ

d𝜃
< 0 until it changes.

For the calculation of the gradient of J, we consider the approximation given by

dJ

d𝜃
=

J
(
𝜃i+1

)
− J

(
𝜃i

)
𝜃i+1 − 𝜃i

. (8)

The convergence of the gradient is illustrated by the following condition:

dJ

d𝜃
< 0. (9)

Furthermore, by browsing all the permissible values of θi in a defined interval and

with a selected incrementing step, we consider that θi+1 − θi > 0. Hence, selecting dJ

d𝜃
< 0

is conditioned by
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J
(
𝜃i+1

)
− J

(
𝜃i

)
< 0. (10)

As a matter of fact, the calculation of (θi) and (θi+1) and the test of (10) are performed
by an innovative optimization algorithm highlighted hereafter.

3.3 Proposed Optimization Algorithm

To validate the above-mentioned steps regarding the synthesis of the nonlinear state
observer with optimal gain, we propose a novel algorithm, which aims to search the
global extremum of the defined cost function.

Therefore, the developed algorithm serves to determine the value of θopt for the
synthesis of the optimal high gain observer. The principle of this optimization method,
based on the “For” loop for global extremum search, is described by the following algo‐
rithm:

Data: The systems described by Eqs. (2) and (3);
Results: Calculation of θopt and Jopt.

The validation of this algorithm is demonstrated by numerical simulation dealing
with the state synchronization of an application example of nonlinear perturbed chaotic
system.
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4 Numerical Simulation

To demonstrate the effectiveness of the proposed optimal high gain observer for the
synchronization of nonlinear perturbed chaotic systems, let us consider the unified
chaotic systems illustrated by the following state equations [35, 36]:

⎧⎪⎨⎪⎩

ẋ1(t) = (25𝛼 + 10)
(
x2 − x1

)
+ d1(t)

ẋ2(t) = (28 − 35𝛼)x1 − x1x3 + (29𝛼 − 1)x2 + d2(t)

ẋ3(t) = x1x2 −
(
𝛼 + 8

3

)
x3 + d3(t)

(11)

It is worth pointing out that system (11) is considered as the Lorenz system if 0 ≤ α
< 0.8. Besides, it suits to the original Chen system for α = 0.8. Nevertheless, for 0.8 <
α ≤ 1 this system is considered as the Lü system.

Additionally, the exogenous disturbances inherent on such a system are specified by
d1(t) = 0.28cos(3t), d2(t) = 0.19cos (4t) and d3(t) = 0.34cos (5t).

Figures 1, 2 and 3 describe the attractor evolution of the unified chaotic systems with
several values of α to demonstrate their chaotic behaviors.

Fig. 1. Lorenz system state variables and their attractor for α = 0.1.
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Fig. 2. Chen system state variables and their attractor for α = 0.8.

Fig. 3. Lü system state variables and their attractor for α = 1

It should be noted that the choice of the cost function must be accomplished carefully
because it highly affects the state observer performance. Therefore, to compare the

High Gain Observer Optimization Techniques-Based Synchronization 175



proposed optimization approach, we consider in the simulation study the quadratic
criterion whose cost function is expressed by [37]

J =
T

∫
0

((
e1(t)

)2
+
(
e2(t)

)2
+
(
e3(t)

)2
)

dt (12)

where e1(t) = x̂1(t) − x1(t), e2(t) = x̂2(t) − x2(t), e3(t) = x̂3(t) − x3(t) are the observation
errors between the high gain observer (3), with n = 3, and the unified chaotic systems
(11). T is the simulation final time.

The most important part of this algorithm is the way that the cost function is defined.
The cost function must be defined in a way that its minimization ensures the state obser‐
vation of the system. Thus, it can be a positive semi definite function so it is adopted,
in this case, the square of the error vector norm.

As a summary, the two proposed cost functions has the following properties:

• They can be calculated while the system is running;
• As the system tends to converge, the integration interval becomes smaller until it

reaches some minimum length. This prevents chattering of response of system while
its average remains constant near zero. The minimum interval length must be consid‐
ered to allow the controller to influence the system behavior. As a result, the proposed
algorithm will be able to analyze the effectiveness of the state observer.

Nevertheless, the minimization of the criterion J with respect to θ is analytically very
difficult to achieve. To overcome this problem, we propose an iterative numerical
approach to calculate the cost function J and to provide the parameter θopt.

To highlight the performances of the developed synchronization scheme relying on
the optimal high gain observer, the initial conditions are fixed for the transmitter and the
receiver as follows x(0) = [1 1 0] and x̂(0) = [− 0.25 0.25 − 5].

The simulation study of the designed optimization method for the design of the
nonlinear optimal high gain observer, in the case where α = 0, θ ∈ {1, …, 10} and a
step of ε = 0.01, enables calculating the global extremum of J for the two before-
mentioned methods.

It is worth pointing out that the cost function (6) is illustrated in the numerical simu‐
lation by J1, whereas the cost function characterized by (12) is illustrated by J2 as shown
in Table 1.

Owing to these results, the optimal values corresponds to θopt1 = 3.5 for the global
minimum Jopt1 = 2.2478124e+3 using the first cost function and θopt2 = 3.51 for Jopt2 =
3.362415218066241e+1 using the second one.

Moreover, a comparison amongst the transmitter and the receiver state variables is
highlighted in Figs. 4, 5 and 6, which specified the state variables x1(t), x2(t), x3(t) and
their observed states related to the classic high gain observer with two arbitrarily cases
of θ (θ = 1.1 and θ = 5), and the two distant optimal observers with θopt1 = 3.5 and θopt2
= 3.51.
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Table 1. Values of the first and the second cost functions according to different θ-values related
to the perturbed unified chaotic system.

θ J1 J2

1 4.4855297e+3 7.577504021427615e+2

2 7.6621877e+3 4.469155184288474e+2

3 2.4415966e+3 4.848758400266978e+1

3.4 2.4862039e+3 3.779298238702135e+1

3.5 2.2478124e+3 3.379379645232096e+1

3.51 2.2512412e+3 3.362415218066241e+1

3.6 4.5424828e+3 5.2503468779104e+1

4 156.3349796e+3 3.707143853913085e+3

5 28630.0455254e+3 1.491342902435575e+4

7 2160290.035445e+3 2.065152629345135e+5

8 28430.4026805e+3 2.071352042070496e+6

9 35394972.7125344e+3 1.041385390053656e+6

10 115257.2757344e+3 9.066137482070914e+6

Fig. 4. Evolution of x1(t) and their observed states for θ = 1.1, θ=, θopt1 = 3.5 and θopt1 = 3.51.
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Fig. 5. Evolution of x2(t) and their observed states for θ = 1.1, θ=, θopt1 = 3.5 and θopt1 = 3.51.

Fig. 6. Evolution of x3(t) and their observed states for θ = 1.1, θ = 5, θopt1 = 3.5 and θopt1 = 3.51.

As a result, the performances of the optimal high gain observers are very compelling
compared to those obtained by the classic observer for the three states variables.

Additionally, it is clearly seen that the first optimal high gain observer using the
proposed cost function with θopt1 converges more rapidly than the second one with θopt2
to cover all the state variables of the transmitter.

5 Conclusion

In this paper, an innovative optimal high gain observer technique has been elaborated
to improve the state synchronization performances of nonlinear disturbed chaotic
systems. The necessary optimal value of the high gain observer setting parameter θ has
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been computed using an outstanding proposed optimization technique. The challenging
feature of this approach lies in the realization of a compromise between the observation
gain and the observation error of the studied observer by using a proposed quadratic
optimization criterion. Moreover, a second cost function, dealing with square errors
between the master and the slave systems, has been exhibited to improve the state
synchronization quality.

The performances of the developed optimization strategies for the state synchroni‐
zation of the nonlinear perturbed unified chaotic system application example have been
demonstrated through numerical simulations. Owing to the simulation results, it has
been proven that the designed approaches are highly trustworthy since they have enabled
a convincing robust convergence of the optimal high gain observer towards the real
states compared to the standard high gain observer despite the presence of significant
external disturbances inherent on the nonlinear unified chaotic systems.
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Abstract. In this paper, an adaptive fuzzy Generalized Predictive Control
(GPC) is proposed for nonlinear systems via Takagi-Sugeno system based
Support Vector Regression (TS-SVR). The adaptive T-S fuzzy model is created
using a support vector regression while the online learning procedure is obtained
in two steps: first, the antecedent parameters of the TS-SVR are initialized using
a k-means clustering and then iteratively adjusted using a back-propagation
algorithm. Next, a sequential minimal optimization (SMO) algorithm is used to
obtain the consequent parameters. Furthermore, the new TS fuzzy model is
integrated into the GPC in order to control nonlinear systems. The performance
of the proposed adaptive TS-SVR GPC controller is investigated by controlling
the continuous stirred tank reactor (CSTR) system. The proposed TS-SVR
GPChas shown good performance and efficiently controlled the nonlinear plant.

Keywords: Generalized predictive control � Takagi-Sugeno fuzzy system
Support vector regression � k-means clustering
Sequential minimal optimization

1 Introduction

1.1 General Information

The Generalized Predictive Control (GPC), which has been proposed by Clark et al.
[1], is considered as one of the most effective control strategies. The main advantage of
this method is that a polynomial model is used for the system predictions. Thus, the
number of parameters required by the controller is then limited which will eventually
simplify the application of GPC [2]. The GPC has been widely applied to control
industrial plants, and offered good results in dealing with unstable systems. Unfortu-
nately, the algorithm of the GPC method is based on the quadratic optimization where
this optimization can only be solved for linear models. Besides, the linear models used
by the GPC, to perform system predictions, are assumed to be accurate, and this
assumption cannot be true in real life applications [3]. Many researchers have tried to
develop a nonlinear version of the GPC (NGPC) to deal with the nonlinearity (or the
absence of the mathematical models) of the systems during the controlling process.

© Springer Nature Switzerland AG 2019
M. Chadli et al. (Eds.): ICEECA 2017, LNEE 522, pp. 182–197, 2019.
https://doi.org/10.1007/978-3-319-97816-1_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_14&amp;domain=pdf


The most common strategy used by many experts was to linearize the mathematical
models of the plants. Despite that this technique is very simple, yet a poor performance
of the controller is likely to be expected since the operating points of the systems may
change over time.

Lately, the application of universal approximation methods such a: Fuzzy Logic
[4–6] and Neural Networks (NNs) [7] have been widely used to model nonlinear
systems. These methods can be used to obtain relatively simple mathematical models to
describe the dynamic responses of the original nonlinear systems [8, 9]. Usually, the
Takagi-Sugeno (TS) [10] fuzzy model has been considered as one of the effective
universal approximators for nonlinear systems, and has the ability to accurately
describe the relation between the inputs and the outputs of a complex system via
experimental data and prior knowledge of the system [11]. The TS fuzzy model was
integrated many times into GPC, and the fuzzy GPC method has been applied
numerous times and reported decent results in term of stability and robustness [11, 12].

Recently, the application of kernel regression methods, such as the Support vector
regression (SVR) [13–16], has been increased in system identification [17–20]. These
methods can also be integrated within the fuzzy reasoning to model systems based on
sampled data [21–24]. Juang et al. [22, 25] proposed a new offline training of a TS fuzzy
model using a SVR. In this approach, the consequent parameters were obtained using a
SVR while the antecedent parameters were attained by a simple clustering algorithm.
Unfortunately, complex kernel functions were used to obtain the consequent parameters
which complicates the training process. Also, the presence of the bias term in the SVR
model makes it difficult to propose an online identification based on the SVR.

Motivated by Juang et al. [22, 25] work, Boulkaibet et al. [23, 24] have proposed an
adaptive fuzzy predictive control for nonlinear systems based on kernel regression
methods. In this paper, an adaptive fuzzy predictive control for nonlinear systems is
introduced based on Support vector Regression (TS-SVR) where the online training
procedure of the consequent parameters is achieved by a sequential minimal opti-
mization (SMO) algorithm. Furthermore, the antecedent parameters are initialized and
updated using k-means and back propagation algorithms, respectively. Finally, the TS-
SVR is integrated into the GPC to create an adaptive TS-SVR GPC where this con-
troller was used to control a continuous stirred tank reactor (CSTR) system.

2 The Takagi-Sugeno Fuzzy System Based Support Vector
Regression (TS-SVR)

In this section, the structure of the TS-SVR is presented where the proposed TS system
is based on the famous if-then Takagi-Sugeno fuzzy rules. The i-th rule of the proposed
TS model [10] is described by:

Ri : IF x1 kð Þ is Ai
1. . . and xn kð Þ is Ai

n
THEN yi kð Þ ¼ hi0 þ hi1x1 kð Þþ . . .þ hinxn kð Þ
i ¼ 1; . . .;Nr

ð1Þ
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where Ri; i ¼ 1; 2; . . .;Nr are the i-th rule, Nr is number of rules, x1 kð Þ; . . .; xn kð Þ are
input variables, k is the time increment, yi kð Þ is the system output of the i-th rule and
Ai
j; i ¼ 1; 2; . . .;Nr; j ¼ 1; 2; . . .; n are the linguistic terms which are characterized by the

fuzzy membership functions lAi
j
xj
� �

; i ¼ 1; 2; . . .;Nr; j ¼ 1; 2; . . .; n. Figure 1 illus-

trates the main structure of the proposed TS-SVR which is divided in the five layers.

In this fuzzy system, the input vector of the fuzzy model represents the first layer.
The input signal is transmitted to the second layer (also known as the fuzzification).
Note that, each linguistic term Ai

j is defined by a membership function lAi
j
xj
� �

, and this

function defines the value of the j-th input that satisfies the quantity Ai
j. Next, the

product of all arrived input signals are computed in the third layer. The resulted signal
of node i in the third layer characterizes the firing strength function li xð Þ. Then, the
consequence values of each node i, i ¼ 1; 2; . . .;Nr are computed in the fourth layer
where the output of each node i, in layer 4, is computed as ĥiwi. Note that, wi is the
firing strength of node i multiplied by an augmented input vector �x kð Þ ¼ 1; x kð Þð Þ ¼
1; x1 kð Þ; . . .; xn kð Þð ÞT (of the size nþ 1). ĥi ¼ hi0; . . .; h

i
n

� �
is the consequent parameters

of node i. Finally, the defuzzification is performed in the fifth layer where the sum-
mation of all incoming signals from layer 4 represents the output ŷ kð Þ of the TS fuzzy
model. It is clear that the defuzzification procedure employed in the TS-SVR does not
have any normalization procedure.

The Gaussian function is used to define the membership functions of the system:

lAi
j
xj
� � ¼ exp � xj � mij

� �2
2r2ij

( )
; i ¼ 1; . . .;Nr and j ¼ 1; . . .; n ð2Þ

Fig. 1. The structure of the TS-LSSVR system
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where mij and rij are the center and the standard deviation of the membership function,
respectively. The firing strength of each node in the third layer are given as:

li xð Þ ¼
Yn

j¼1
lAi

j
xj
� � ¼ exp �

Xn

j¼1

xj � mij
� �2

2r2ij

( )
; i ¼ 1; . . .;Nr ð3Þ

The functions wi are given by: wi ¼ �x kð Þ:li xð Þ; i ¼ 1; 2; . . .;Nr. Finally the output
of the fuzzy system, is given as:

ŷ kð Þ ¼
XNr

i¼1
ĥTi :�x kð Þ
� �

:li xð Þ

¼
XNr

i¼1
ĥi0 þ ĥi1x1 kð Þþ � � � þ ĥinxn kð Þ
� �

:exp �
Xn

j¼1

xj � mij
� �2

2r2ij

 !( )
ð4Þ

In the next two sections, the procedure of identifying the consequent and the
antecedent parameters of the TS-SVR are discussed in details.

3 Consequent Parameters of the Takagi-Sugeno Fuzzy
System Based Support Vector Regression

In this section, the SVR is briefly discussed, and then this approach will be used to
define the TS fuzzy system.

3.1 Support Vector Regression

Based on the concepts of kernel machine, the main idea of support vector regression
(SVR) [16–18] is to implement a linear regression in high-dimensional feature space Z
(Hilbert space), which is equivalent to a nonlinear regression in the original input space
R

n. Note that, the input space is mapped into a feature space Z with a nonlinear
mapping function u. The SVR solution, using an �-insensitive loss function, is given
by the following optimization problem:

maxa;a� W a; a�ð Þ ¼ maxa;a� � 1
2

XNd

i¼1

XNd

j¼1
ai � a�i
� �

aj � a�j
� �

j xi; xj
� �þ XNd

i¼1
ai yi � eð Þ � a�i yi þ eð Þ� �� �

ð5Þ

Subject to the constraints (Karush-Kuhn-Tucker (KKT) conditions):

0� ai; a�i �C i ¼ 1; . . .;NdPNd
i¼1 ai � a�i
� � ¼ 0

�
ð6Þ
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where e prescribes the insensitivity zone, C is a constant and ai; a�i are the Lagrange
multipliers. This optimization will be solved using a quadratic programming (QP), and
the regression solution is given by:

ŷ kð Þ ¼
XNd

i¼1
ai � a�i
� �

j x; xið Þþ b ð7Þ

where b 2 R is the bias and j x; xið Þ; i ¼ 1; . . .;Nd represents a Kernel function that
satisfies Mercer’s theorem [26] (which is given in Theorem 1), and
j x; xið Þ ¼ u xð Þ;u xið Þh i ¼ u xð ÞTu xið Þ.
Theorem 1 (Mercer’s theorem): a function j x; zð Þ of a two vectors x; z 2 R

n is a
positive semi-definite kernel if and only if it satisfies Mercer’s theorem [26]:

XNd

i;j¼1
didjj xi; xj

� �� 0 ð8Þ

8di; dj 2 R, 8xi; xj 2 R
n, i:j ¼ 1; . . .;Nd , and Nd represents the size of the training

data. If the quantity presented in Eq. (8) is only equal to zero for
di; dj ¼ 0; i:j ¼ 1; . . .;Nd , then j x; zð Þ is called strictly positive kernel (also known as
strictly positive kernel).

The optimization problem represented by Eqs. (5) and (6) can be further simplified
by choosing a strictly positive kernel. The theorem presented by Poggio et al. [27] will
eventually help in simplifying the SVR solution:

Theorem 2: if a kernel function j x; zð Þ provides an implicit bias, then the bias term b
in Eq. (7) can be omitted [27].

According to Theorem 2 [27–30], the bias term can be neglected (b ¼ 0) if the
kernel function used by the SVR provides an implicit bias, which is exactly the case of
the strictly positive definite kernel functions [27].

As a result, the prediction model in Eq. (7) with an explicit bias,
ŷ kð Þ ¼PNd

i¼1 ai � a�i
� �

j x; xið Þ, performances well where the main advantage of dis-
carding the bias term is that a simple algorithm will be used to identify Lagrange
multipliers since no additional equality constraint are needed during the optimization
(the equality constraint in Eq. (6) will be vanished).

3.2 The Online Identification of Lagrange Multipliers

Generally, the data collected from the target system is limited which will eventually
reduce the accuracy of the prediction made using offline approaches. In this paper, an
online, adaptive, training of the SVR is implemented for identifications and control.
The online algorithms are used in real-time applications where the data arrive
sequentially while an instant decision has to be made in a short period of time. In this
paper, the sequential minimal optimization (SMO) [31, 32] is applied to iteratively
identify the Lagrange multipliers. The SMO is considered to be a popular approach and
widest used to perform online training for kernel methods. This method has the ability
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to update Lagrange multipliers ai; a�i and satisfying the constraints in Eq. (6). In this
paper, the SMO is modified where only the last M data pairs are stored (as a dictionary)
and used to identify the systems. In this case, M represents the size of the dictionary.
This will eventually reduce the computational costs of the SMO approach in per-
forming a single iteration. Then, the online regression model of the SVR with an
explicit bias is given by:

ŷ kð Þ ¼
XM

i¼1
ai � a�i
� �

j x; xið Þ ð9Þ

and the updates for the Lagrange multipliers Dai;Da�i ; i ¼ 1; . . .;M for an explicit bias
are given by:

Dai ¼ li
@W
@ai

¼ �a�i � ek kþ i�M�1ð Þþ e
j xi;xið Þ

Da�i ¼ li
@W
@a�i

¼ �ai þ ek kþ i�M�1ð Þ�e
j xi;xið Þ

(
ð10Þ

where li ¼ 1
j xi;xið Þ and ek is the error: ek kð Þ ¼ y kð Þ � ŷ kð Þ.

Finally, the updated multipliers have to satisfy the KKT condition presented in
Eq. (6). Then, the updated values are:

ai kþ 1ð Þ ¼ min max aiðkÞþDai; 0ð Þ;Cð Þ
a�i kþ 1ð Þ ¼ min max a�i ðkÞþDa�i ; 0

� �
;C

� ��
ð11Þ

3.3 Defining Consequent Parameters Using Lagrange Multipliers

Based on Boulkaibet et al. [23, 24] work, a multi-kernel function is used to perform
SVR, where better predictions will be expected since the training data usually repre-
sents different operating points (different clusters and each cluster describes a fuzzy
rule) [44]. The multi-kernel function is defined as:

j x; zð Þ ¼
XNr

l¼1

jl x; zð Þ ¼
XNr

l¼1

ul xð Þ;ul zð Þh i

¼
XNr

l¼1
ul xð ÞT :ul zð Þ

ð12Þ

where this kernel function is a combination of Nr kernel functions, and each kernel
function is associated with one cluster (one rule). Note that, the function j x; zð Þ in
Eq. (12) is a valid kernel function and this can be easily verified using Mercer’s
theorem (Theorem 1). Next, an appropriate strictly positive definite kernel functions
jl x; zð Þ; l ¼ 1; . . .;Nr will be used in order to simplify the SVR where the mapping
functions ul; l ¼ 1; . . .;Nr have to be carefully selected. In this paper, and based on
Boulkaibet et al. work [24], a strictly positive definite kernel function can be obtained
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when the input vector of the system is augmented by adding a constant. As a result, the
input vector is: �x kð Þ ¼ 1; x kð Þð Þ ¼ 1; x1 kð Þ; . . .; xn kð Þð ÞT ; �x kð Þ 2 R

nþ 1, and the map-
ping functions for the augmented input vector �x kð Þ are chosen such as [23, 24]:

ul �xð Þ ¼ �x:ll �xð Þ ¼ �x:ll xð Þ

¼ �x:exp �
Xn

j¼1

xj � mlj
� �2

2r2lj

( )
; l ¼ 1; . . .;Nr

ð13Þ

with: ml ¼ m1l; . . .;mnlð ÞT and rl ¼ r1l; . . .;rnlð ÞT are the centroid and width vectors
of the Gaussian functions, respectively. It is clear that the Gaussian term ll �xð Þ of
Eq. (13) is similar to the Gaussian term with the original input vector x kð Þ
(ll �xð Þ ¼ ll �xð Þ), which is obvious since both vectors x and ml were augmented by
adding 1, and the augmented value cancels each other. Note that, the input vector is
augmented to obtain a strictly positive definite kernel functions jl �x; �xið Þ; l ¼ 1; . . .;Nr

which indicates that the multi-kernel function defined in Eq. (12) is also a strictly
positive definite kernel. This can be verified using Theorem 1.

Proof:
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Clearly, the quantity:
PNr

l¼1

PNd

i¼1
dill �xið Þ

� �2
 !

[ 0; 8xi;j 2 R
n; 9di 6¼ 0 i ¼ 1; . . .;ð

NdÞ. This means that, the quantity
PNr

l¼1

PNd

i¼1
dill �xið Þ

� �2
 !

is equal to zero only for

all di ¼ 0; i ¼ 1; . . .;Nd . Note that, the membership functions: ll �xð Þ ¼

exp �Pn
j¼1

xj�mljð Þ2
2r2lj

( )
[ 0. This indicates that the multi-kernel function with an aug-

mented input vector space is a strictly positive definite kernel, and the SVR without a
bias term can be used to define the consequent parameters.

To define the new TS fuzzy system based on the SVR model, the multi-kernel
function in Eq. (12) is used where each kernel function is associated with a fuzzy rule.
Moreover, the selected multi-kernel function has to be a strictly positive definite
function which allows the use of Eq. (9).

By substituting Eq. (12) into Eq. (9), we obtain:

ŷ kð Þ ¼
XM
i¼1

ai � a�i
� �

j �x; �xið Þ ¼
XM
i¼1

ai � a�i
� �

:
XNr

l¼1

jl �x; �xið Þ
 !

¼
XM
i¼1

ai � a�i
� �

:
XNr

l¼1

ul �xið ÞTul �xð Þ
 !

¼
XNr

l¼1

XM
i¼1

ai � a�i
� �

:ul �xið ÞT
 !

ulð�xÞ

¼
XNr

l¼1

XM
i¼1

ai � a�i
� �

:�xTi ll �xið Þ
 !

�x:ll �xð Þ

¼
XNr

l¼1

XM
i¼1

ai � a�i
� �

:�xTi ll xið Þ
 !

�x:ll xð Þ

It is obvious that: ĥl ¼
PM
i¼1

ai � a�i
� �

ul �xið Þ
� �

¼PM
i¼1

ai � a�i
� �

�xill xið Þ, the online

version of the TS-SVR defined in Eq. (4) is attainedwhere the consequent parameters are:

ĥl ¼
XM

i¼1
ai � a�i
� �

�xi:ll xið Þ

¼
XM

i¼1
ai � a�i
� �

�xi:exp �
Xn

j¼1

xj � mlj
� �2

2r2lj

( ) ð14Þ

and the TS-SVR fuzzy model is defined as:

ŷ kð Þ ¼
XNr

l¼1
ĥTl /l �xð Þ ¼

XNr

l¼1
ĥ
T
l �x:ll xð Þ

¼
XNr

l¼1

ĥTl :�x
� �

:exp �
Xn
j¼1

xj � mlj
� �2

2r2lj

( )

¼
XNr

i¼1
ĥi0 þ ĥi1x1 kð Þþ . . .þ ĥinxn kð Þ
� �

:exp �
Xn

j¼1

xj � mij
� �2

2r2ij

 !( ) ð15Þ
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Clearly, the consequent parameters of the proposed TS-SVRcan be computed by
identifying Lagrange multipliers a ¼ a1; . . .; aMð ÞT from Eq. (11) and then the con-
sequent parameters are computed from Eq. (14) work.

x kþ 1ð Þ ¼ Aix kð Þþ þBu kð Þ ð16Þ

4 Antecedent Parameters of the Takagi-Sugeno Fuzzy System
Based Support Vector Regression

In this section, the antecedent parameters (ml and rl) of the TS-SVR system are first
initialised by separating the training data into clusters. This can be done using a k-means
clustering algorithm [33] where the i-th cluster defines the centroid and the width vectors
of the firing strength li xð Þ. Then, the antecedent parameters are updated using a simple
back-propagation learning algorithm. To perform an online updating of the antecedent
parameters mij and rij, an error function is computed at each sampling instant:

e kð Þ ¼ 1
2

y kð Þ � ŷ kð Þð Þ2 ð17Þ

where y kð Þ and ŷ kð Þ are the actual and the approximated (TS-SVR) outputs at the
instant k, respectively. The updated values of mij and rij at the instant kþ 1 are given
by [39]:

mij kþ 1ð Þ ¼ mij kð Þ � g
@e kð Þ
@mij

¼ mij kð Þþ g y kð Þ � ŷ kð Þð Þ @ŷ kð Þ
@mij

ð18Þ

rij kþ 1ð Þ ¼ rij kð Þ � g
@e kð Þ
@rij

¼ rij kð Þþ g y kð Þ � ŷ kð Þð Þ @ŷ kð Þ
@rij

ð19Þ

g is a positive learning rate g ¼ bPN

j¼1

Pn

i¼1
@ŷ kð Þ
@mij

� �2

þ @ŷ kð Þ
@rij

� �2
� � with b ¼ 0:09.

5 The Adaptive TS-SVR GPC Controller

In this section, the TS-SVR fuzzy model is used to represent the nonlinear system and
to develop the control law of NGPC where the nonlinear system is replaced by several
local affine models in order to compute the control signal, and the nonlinear system is
replaced by TS-SVR fuzzy rules similar to the fuzzy rules described in Eq. (1). Then,
from Eq. (1) the adaptive TS-SVR predictor is given by:

ŷ kð Þ ¼
XNr

i¼1
ai z�1
� �

y k � 1ð Þþ bi z�1
� �

u k � d � 1ð ÞþCi
� �

:exp �
Xn

j¼1

xj � mij
� �2

2r2ij

 !( )
ð20Þ
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where the input vector is x kð Þ ¼ x1 kð Þ; . . .; xn kð Þð Þ ¼ y k � 1ð Þ; . . .; y k � nað Þ;ð
u k � d � 1ð Þ; . . .; u k � nbð ÞÞ, Ci is a constant while ai z�1ð Þ and bi z�1ð Þ are linear
polynomials defined by:

ai z�1ð Þ ¼ a1i z
�1 þ . . .þ anai z

�na

bi z�1ð Þ ¼ b0i þ b1i z
�1 þ . . .þ bnbi z

�nb ð21Þ

The consequent vectors ĥi ¼ ai; bi;Cið Þ; i ¼ 1; . . .;Nr are obtained using Eq. (14).
Obviously, all local affine models presented in Eq. (20) will be combined to obtain the
flowing TS-SVR fuzzy model:

�A z�1� �
y kð Þ ¼ �B z�1� �

u k � d � 1ð Þþ �C ð22Þ

where �A z�1ð Þ ¼ 1� �a1z�1 � . . .� �anaz�na and �B z�1ð Þ ¼ �b0 þ �b1z�1 þ . . .þ �bnbz�nb ,
and:

�a j ¼PM
i¼1 a

j
i :exp �Pn

j¼1
xj�mijð Þ2
2r2ij

� �� 	
�b j ¼PM

i¼1 b
j
i :exp �Pn

j¼1
xj�mijð Þ2
2r2ij

� �� 	
�C ¼PM

i¼1 Ci:exp �Pn
j¼1

xj�mijð Þ2
2r2ij

� �� 	 ð23Þ

and M is the size of the dictionary. The system in Eq. (21) can be rewritten to the
controlled auto-regressive integrated moving average (CARIMA) form:

�A z�1� �
y kð Þ ¼ �B z�1� �

u k � d � 1ð Þþ n kð Þ
D

ð24Þ

Note that, the constant �C is integrated with the white noise n kð Þ, and the function n kð Þ
becomes the white noise with a mean equal to �C. The difference operator is given by
D ¼ 1� z�1. The control law of the GPC is obtained to minimize the cost function [1]:

J kð Þ ¼
XNp

j¼dþ 1
ŷ kþ jjkð Þ � w kþ jð Þð Þ2

þ
XNu þ d�1

j¼dþ 1
# z�1� �

Du kþ j� d � 1jkð Þ2
ð25Þ

where ŷ kþ jjkð Þ is an optimum j step ahead prediction of the system on time k, Np and
Nu are the output and control signal horizons, respectively. w kþ jð Þ is the reference
trajectory signal. The constant # z�1ð Þ ¼ # is the weighting polynomial. According to
Clarke [1], the incremental optimal control law is obtained as:

Du kð Þ ¼ GTGþ#I
� ��1

GT W � F z�1
� �

y kð Þ � L z�1
� �� � ð26Þ
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where I is an identity matrix andW is the reference vector. The matrices G, F and L are
obtained by recursively solving the Diophantine equations. Note that, we only apply
the first element of the vector u kð Þ to the system. In this case, the increment of the
control signal is:

Du kð Þ ¼ C W � F z�1� �
y kð Þ � L z�1� �� � ð27Þ

where C is the first row of the matrix GTGþ#I
� ��1

GT , and the control signal applied
to the system is given by:

u kð Þ ¼ u k� 1ð ÞþDu kð Þ ð28Þ

6 Example: The Continuous-Stirred Tank Reactor

As an illustrative example, a nonlinear complex system: “the continuous-stirred tank
reactor plant” (CSTR) [23, 24, 34] is used to validate the adaptive TS-SVR perfor-
mance in system identification and control.

The nonlinear system is governed by the following differential equations:

_Ca tð Þ ¼ q
v

Ca0 � Ca tð Þð Þ � k0Ca tð Þe� E
RT tð Þ

_T tð Þ ¼ q
v

T0 � T tð Þð Þþ k1Ca tð Þe� E
RT tð Þ

þ k2qc tð Þ 1� e�
k3

qc tð Þ
� �

Tc0 � T tð Þð Þ

ð29Þ

In this system, the product Aa is converted into a new product Bb at the end of the
process. Ca tð Þ describes the concentration of product Aa. T tð Þ represents the temper-
ature of the mixture and the coolant flow rate qc tð Þ controls the reaction. The constant q
represents the process flow rate. The rest of the thermodynamic and chemical constants
are specified in Table 1. The parameters k1; k2 and k3 are: k1 ¼ DHk0

qCp
, k2 ¼ qcCpc

qCpv
and

k3 ¼ ha
qcCpc

.

6.1 The Online Identification

To perform an online identification of the system, the sampling time is set to ts ¼
0:1 min (6 s), and Eq. (29) is used to generate NS ¼ 900 samples. The first 400
samples are used for initialising the adaptive TS-SVR (number of fuzzy rules, and
initial values of the antecedent parameters) while the adaptive TS-SVR is validated
using the rest of the samples. The training samples are attained using the control signal
presented in Fig. 2. The size of the input vector is 8 (na ¼ 5 and nb ¼ 3); note that, the
input vector size is augmented to become 9 according the TS-SVR approach. The
number of clusters, which is typically equal to number of rules is (Nr ¼ 7).
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The dictionary size is set to M ¼ 50. After performing the online identification, the
results of the system output Ca tð Þ are presented in Fig. 3.

The adaptive TS-SVR fuzzy model method performed well and provided a pre-
diction that matches the original signal. The adaptive TS-SVR generates an error, the
root mean squared error (RMSE), equal to RMSE ¼ 7:588� 10�3 which is considered
small.

Next, the adaptive TS-SVR GPC controller is used to control the CSTR plant.

Table 1. Nominal parameters of the CSTR nonlinear system

Parameters Explanation Nominal value

q Process flow-rate 100 l/min
k0 Reaction rate constant 7:2� 1010 min�1

v Volume of the Reactor 100 l
T0 Feed temperature 350 K
E=R Activation energy 1� 104 K
Tc0 Inlet coolant temperature 350 K
DH Reaction heat 2� 105 cal/mol
q; qc Liquid densities 1� 103 g/l
Cp;Cpc Specific heats 1 cal/g/K

Ca0 Inlet feed concentration 1 mol/l
ha Coefficient of heat transfer 7� 105 cal/min/K

Fig. 2. Control signal used to generate samples
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6.2 Adaptive TS-LSSVR GPC Controller

The adaptive TS-SVR GPC is investigated by controlling the CSTR plant. The same
parameters used earlier in the identification process are kept for the control procedure
while the parameters of the GPC algorithm are: Np ¼ 10, Nu ¼ 1, # ¼ 0:0008. The
results of the system output and the control signal are illustrated in Figs. 4 and 5,
respectively. Figure 4 shows that the adaptive TS-SVR GPC effectively control the
CSTR system at the desired trajectory W kð Þ and the response of this controller is
relatively fast where the output signal moves from its initial value to the desired
reference (as well as moving from one reference trajectory level to another) in a
reasonable amount of time. The mean value of the execution time required in order to

Fig. 3. Online identification using the proposed adaptive TR-SVR.

Fig. 4. Results of the proposed adaptive TS-SVR GPC
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implement one iteration for a window size of M = 50 is 0.00497 s, which is an
acceptable duration (in this example: 0.00497 s � ts = 6 s).

7 Conclusion

In this paper, an adaptive Takagi-Sugeno system based on support vector regression
(TS-SVR) was proposed for system identification and control. In this approach, the
antecedent parameters were initialized using a fuzzy k-means clustering while the
updating is performed by a back-propagation algorithm. The consequent parameters,
however, are defined as a support vector regression and the online updating is per-
formed using the SMO algorithm. The proposed fuzzy model performed well and
successfully used to identify a CSTR system. Then, the adaptive TS-SVR GPC effi-
ciently controlled the CSTR system. In future work, more online kernel regression
approaches will be used to introduce more effective adaptive TS fuzzy systems for
system identification and control.
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Abstract. In this paper, we are investigating how to adopting a hybrid optimal
control law for minimizing the optimization time for hybrid system, which is
used for simultaneous estimation of both systems; in case of falling one of them,
the propose design allowed to process the system properly and stable, based on
the estimated error dynamics which gives a robustness for the system against the
uncertainties, faults and disturbances. The stability is guaranteed based on the
Lyapunov function which expressed on terms of LMIs. The simulations results
are show the effectiveness of proposed approach.

Keywords: Hybrid system � Model Predictive Control (MPC)
Observer � Linear Matrix Inequality (LMI)

1 Introduction

In this work we try to enrich the field of control Hybrid system, which take a big
intention in tow last decades, for its tolerance and useful in the energy consumption. To
be can able to predict the future behavior of the system the most technical used is MPC;
it’s based to use a model for the prediction of next performance; many schemes are
presented to give more ideas how to improve the time of online optimization for
medium and high speed systems, that’s lead to put many theories about the conditions
of processing as LMI’s [1–5].

In the other hand, Hybrid model predictive control is knew as efficient technique for
many researches in last year’s, for studying the efficiency of power system as in [6, 7],
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the authors in [8] gives an idea for the optimization of hybrid linear system, also they
make further investigation to how put a good control for studying system in [9] and
[10]. In [11] researchers proposed a hybrid pseudo-spectral method to try solving the
optimal control problem. In other hand, a solution for hybrid renewable energy systems
is suggested [12]; in the same way an approach for managing the consumption of fuel
for hybrid vehicles it’s proposed by [13].

Furthermore, the stability of hybrid model predictive control problems is given a
challenge for many researchers to find the best way to provide a robustness and
stability for hybrid systems. using multi Lyapunov function and other tools for
studying stability of hybrid and switched system is presented in [14], a robustness and
stability of model predictive control for hybrid systems is investigated in [15]; in
addition, stability and robustness approaches for hybrid dynamical systems are pre-
sented in [16].

But even so, in this topic there are many researches and still a future investigation,
for the reason that this topic is not really developed as the other fields.

In this research, we consider to study the hybrid optimal control problems, based on
the conception of estimator model predictive control for discrete hybrid dynamic
model. The main idea is putting a procedure to recuperate the system performance in
the case of falling down one of both system or in presence of uncertainties, faults and
disturbances signals, that can ensure the stability and robustness of process by calculate
the gains of hybrid optimal control law by solving the online optimization of the LMIs
constrained problem at each sampling time. The stability and also the robustness are
improved by using Lyapunov function. The results show the effectiveness of the
studying control law by stabilizing the constrained systems.

This work is presented as follows: Sect. 2 introduces the notations and results of the
basic elements. Section 3 presents the proposed approach to generate the hybrid
optimal control law of the closed-loop hybrid system. In Sect. 4, simulation results are
presented.

2 Problem Formulation and Preliminaries

We consider the following hybrid discrete-time system represented as:

x kþ 1ð Þ ¼ Aix kð Þþ þBu kð Þ
y kþ 1ð Þ ¼ Cx kð Þ

�
ð1Þ

To estimate the state in the feedback channel, an observer is designed,

x̂ kþ 1ð Þ ¼ Aix̂ kð ÞþBu kð Þþ L y kð Þ � ŷ kð Þð Þ
ŷ kþ 1ð Þ ¼ Cx̂ kð Þ

�
ð2Þ

Therefore, the control estimation to be generated on the controller side is
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u kð Þ ¼ Kx̂ kð Þ ¼ FG�1x̂ kð Þ ð3Þ

Where Ai;B and C are state matrices, K is the controller gain matrix and L is the
observer gain matrix which can be designed by standard methods such as the Lyapunov
method.

Let us consider the following problem, which minimizes the given objective
function in an infinite horizon [27]:

min
u kþ i=kð Þ¼kx̂ kþ i=kð Þ

max
i[ 0

J1 kð Þ

ŷh;min � ŷh kþ i=kð Þ� ŷh;max; i� 0; h ¼ 1; 2; . . .; q

uh;min � uh kþ i=kð Þ� uh;max; i� 0; h ¼ 1; 2; . . .; p

ð4Þ

J1 kð Þ ¼
X1

i¼0
X̂ kþ ið ÞþU kþ ið Þ� � ð5Þ

With X̂ kþ ið Þ ¼ x̂T kþ i=kð ÞQ0x̂ kþ i=kð Þ
U kþ ið Þ ¼ uT kþ i=kð ÞR0u kþ i=kð Þ

�
ð6Þ

Assumption: For any matrices W, V and a symmetric matrix Z > 0, the following
statements are equivalent and hold:

1=ðW þVÞTZ W þVð Þ[ 0 ð7Þ

2=�WTZW � VTZV\2 WTZV þVTZW
� � ð8Þ

Proof:

ðW þVÞTZ W þVð Þ[ 0 )
WTZW þVTZV þ WTZV þVTZW

� �
[ 0

�WTZW � VTZV\ WTZV þVTZW
� �

To be sure that inequality is always verified and the first term is always borne we
can write:

�WTZW � VTZV\2 WTZV þVTZW
� �

A. Augmented System
The estimation error dynamics is defined as:

e kð Þ ¼ x kð Þ � x̂ kð Þ ð9Þ

Using (1) and (2) we get the next closed loop discrete-time system:
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x̂ kþ 1ð Þ ¼ Ai þBKð Þx̂ kð Þþ þ LCe kð Þ
e kþ 1ð Þ ¼ Ai � LCð Þe kð Þ

�
ð10Þ

The previous augmented system can be written as:

~x kþ 1ð Þ ¼ ~A kð Þ~x kð Þ ð11Þ

Where:

~x kð Þ ¼ x̂T kð ÞeT kð Þx̂T k � 1ð ÞeT k � 1ð Þ� �T ð12Þ

~A kð Þ ¼
~A1 kð Þ
~A2 kð Þ
~A3 kð Þ
~A4 kð Þ

2
664

3
775 ¼

Ai þBKð Þ LC 0n 0n
0n Ai � LCð Þ 0n 0n
In 0n 0n 0n
0n In 0n 0n

2
664

3
775 ð13Þ

The new system can describe as follows:

x̂ kþ 1ð Þ ¼ ~A1 kð Þ~x kð Þ; e kþ 1ð Þ ¼ ~A2 kð Þ~x kð Þ
x̂ kð Þ ¼ ~A3 kð Þ~x kð Þ; e kð Þ ¼ ~A4 kð Þ~x kð Þ:

3 Robust Hybrid Optimal Control

Theorem: Let us consider the closed loop estimate system (10). Let the input feedback
controller be defined by (3), which is based on the extended state observer, which
meets the performance (2) for calculate the hybrid optimal control problem; is globally
asymptotically stable if there exists a positive define matrix Q[ 0; L; F and G sat-
isfying the following convex optimization problem:

min
Q;F;G;L

c ð14Þ

�1 xTðk=kÞ
xðk=kÞ Q

� �
\0 ð15Þ

GT ~AT
3 þ ~A3G� P�1 � � � �

1
4 ðAiGþBFÞ~A3 Q � � �

1
4
~L~A4 0n Q � �

Q1=2
0

~A3G 0n 0n cI �
R1=2
0 F~A3 0n 0n 0n cI

2
666664

3
777775
\0 ð16Þ

u2max F
FT GT þG� Q

� �
\0 ð17Þ
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Proof: Recall the closed-loop system in (10) and consider the following Lyapunov
function candidate:

Vðxðk=kÞÞ ¼ x̂Tðk=kÞPx̂ðk=kÞ ð18Þ

To ensure the stability of (2), we have:

Vðx̂ðkþ iþ 1=kÞÞ � Vðx̂ðkþ i=kÞÞ� � X kþ ið ÞþU kþ ið Þ½ � ð19Þ

�Vðx̂ðk=kÞÞ� � J1 kð Þ ð20Þ

We can write it:

maxAi;B;i[ 0J1 kð Þ�Vðx̂ðk=kÞÞ� c ð21Þ

While the problem of minimization become

minQ;F;G;L c ð22Þ

With:

x̂Tðk=kÞPx̂ðk=kÞ� c , �cþ x̂Tðk=kÞPx̂ðk=kÞ� 0 ð23Þ

Using Schur’s complement to (23) we obtain:

�1 x̂Tðk=kÞ
x̂ðk=kÞ Q

� �
\0 ð24Þ

– To ensure the stability of system (2), we have (10) it will be:

Vðx̂ðkþ 1=kÞÞ � Vðx̂ðk=kÞÞ� � x̂T k=kð ÞQ0x̂ k=kð Þ� �þ uT k=kð ÞR0u k=kð Þ� �� �

That can be writing as:

x̂Tðkþ 1=kÞPx̂ðkþ 1=kÞ� �� x̂Tðk=kÞPx̂ðk=kÞ� �
\

� x̂T k=kð ÞQ0x̂ k=kð Þ� �þ uT k=kð ÞR0u k=kð Þ� �� �

We replace u kþ i=kð Þ by (3):

x̂Tðkþ 1=kÞPx̂ðkþ 1=kÞ� �� x̂Tðk=kÞPx̂ðk=kÞ� �
\� x̂T k=kð Þ½Q0 þKTR0K�x̂ k=kð Þ

With substitution of x̂ kþ 1=kð Þ by (2) we obtain:
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ððAi þBK½ Þx̂ðk=kÞþ LCe kð ÞÞTPððAi þBKÞx̂ðk=kÞþ LCe kð ÞÞ � ½x̂Tðk=kÞPx̂ðk=kÞ��\
� x̂T k=kð Þ½Q0 þKTR0K�x̂ k=kð Þ

We can write:

ððAi þBKÞ~A3 þ LC~A4ÞTPððAi þBKÞ~A3 þ LC~A4Þ � ~AT
3P~A3\� ~AT

3Q0~A3

� ~AT
3K

TR0K~A3 ,

We multiple in the left by GT and by G in the right we get:

ððAiGþBFÞ~A3 þ LCG~A4ÞTPððAiGþBFÞ~A3 þ LCG~A4Þ � GT ~AT
3P~A3G\

� GT ~AT
3Q0~A3G� ~AT

3F
TR0F~A3 ,

Then we obtain:

GT ~AT
3P~A3GþððAiGþBFÞ~A3 þ LCG~A4ÞTPððAiGþBFÞ~A3 þ LCG~A4ÞþGT ~AT

3Q0~A3G
� ~AT

3F
TR0F~A3\0

ð25Þ

The term GT~AT
3P~A3G, can be writing as follows:

GT ~AT
3 � P�1� �

P ~A3G� P�1� �� 0 )

GT ~AT
3P~A3G� GT ~AT

3PP
�1 � P�1P~A3GþP�1PP�1 � 0 ,

GT ~AT
3P~A3G� GT ~AT

3 � ~A3GþP�1 � 0 , GT ~AT
3 þ ~A3G� P�1 �GT ~AT

3P~A3G ,

GT ~AT
3 þ ~A3G� P�1 �GT ~AT

3P~A3G ð26Þ

We hold (26) in (25):

GT ~AT
3 þ ~A3G

� P�1 þððAiGþBFÞþ LCe kð ÞÞTPððAiGþBFÞþ LCe kð ÞÞþGTQ0GþFTR0F\0

We replace P ¼ cQ�1 to the precedent inequality, we find:

ðGT ~AT
3 þ ~A3G� P�1Þþ ððAiGþBFÞ~A3 þ LCG~A4ÞTPððAiGþBFÞ~A3 þ LCG~A4Þ

� GT ~AT
3Q0~A3G� ~AT

3F
TR0F~A3 [ 0

ð25Þ

We put: ~L ¼ LCG
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Using the previous assumption in this inequality we get:

ðGT ~AT
3 þ ~A3G� P�1Þþ 1=2ððAiGþBFÞ~A3ÞTPððAiGþBFÞ~A3Þþ

1=2 ~L~A4
� �T

P ~L~A4
� �	 


þGT ~AT
3Q0~A3Gþ ~AT

3F
TR0F~A3\0

ð27Þ

Using generalized Schur’s complement to (27), we obtain:

GT ~AT
3 þ ~A3G� P�1 � � � �

1
4 ðAiGþBFÞ~A3 Q � � �

1
4
~L~A4 0n Q � �

Q1=2
0

~A3G 0n 0n cI �
R1=2
0 F~A3 0n 0n 0n cI

2
666664

3
777775
\0 ð28Þ

Now, we put the input constraints in the form of LMIs.

– Input Constraints

uh;min � uh kþ i=kð Þ� uh;max; i� 0; h ¼ 1; 2; . . .; p

uh kþ i=kð Þj j � uh;max; i� 0; h ¼ 1; 2; . . .; p

umax ¼ U

u kþ i=kð Þk kmax , max
i

ui kþ i=kð Þ

With (6), we can write:

max
i[ 0

u kð Þk kmax � max
i[ 0

FG�1Px̂ kð Þ�� ��
max

Use again the LMI constraints in [5]. We obtain:

�u2max FG�1Þ
FG�1ð ÞT P

� �
[ 0

By using Congruence property with full rank matrix
I 0
0 GT

� �
gives:

u2max F
FT GT þG� Q

� �
\0 ð29Þ

End of proof.
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4 Simulation Results

In this section, we validate the effectiveness of the proposed approach for guaranteeing
the stability and robustness of systems.

Example
Using a servo control system; we consider the hybrid discrete time model as

follows:

A1 ¼
1:120 0:213 �0:335
1 0 0
0 1 0

2
4

3
5;

A2 ¼
�0:5 �0:053 0:1
0:8 0:1 0
0 0 1

2
4

3
5;

B ¼
1
0
0

2
4

3
5;C ¼ 0:0541 0:1150 0:0001½ �

The weighting matrices are:

Q0 ¼
1 0 0
0 1 0
0 0 1

2
4

3
5;R0 ¼ 0:5;

The initials conditions are:

x ¼ 55� 5½ �T ; x̂ ¼ 000½ �T

In Fig. 1, the estimated error dynamics show that the proposed approach lead the
system to a good performance during the processing.

The result in Fig. 2 shows that the conception of hybrid optimal control law gives a
good control with time. It is also clearly that the stability of process is guarantee.
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5 Conclusion

In this work, a hybrid optimal control problem scheme was introduced. We were trying
to use an observer controller to make progress the performance of system in case of
uncertainties or defaults of system; to calculate the gains of the optimal controller is
based on solving the set of LMIs, when the best solution is finding at each sampling
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time where consequence parameters of the system are optimized so as it. Furthermore,
the stability of systems and the feasibility of solution were ensured for a class of
nonlinear systems.
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Abstract. This brief addresses The fuzzy adaptive control for class of MIMO
nonlinear systems using Particle Swarm Optimization metaheuristic (PSO). To
estimate the uncertain parts of the process, fuzzy logic systems are used. The
uncertain nonlinearities of the system are captured by fuzzy systems that have
been proven to be universal approximators. The Adaptations parameters are set
to be approximated using PSO. The proposed control scheme completely
overcomes the singularity problem that occurs in the indirect adaptive feedback
linearizing control. Projection in the estimate parameters is not required and the
stability analysis of the closed-loop system is performed using Lyapunov
approach. Simulation results are provided to perform the effectiveness of the
proposed control design.

Keywords: Adaptive fuzzy control � Feedback linearization
Nonlinear systems � Lyapunov stability � PSO

1 Introduction

Recent years have witnessed numbers of adaptive techniques [1], fuzzy system based
adaptive control methodologies have received much attention for controlling uncertain
and nonlinear dynamical systems. Based on the universal approximation theorem.
During the last two decades, several adaptive fuzzy control schemes for a class of
multi-input multi-output (MIMO) nonlinear uncertain systems are investigated [2–4].
Conceptually, there are two distinct approaches that have been formulated in the design
of a fuzzy adaptive control system: direct and indirect schemes. The direct approach
consists to approximate the ideal control law by a fuzzy system [5, 6]. However, in the
indirect approach the nonlinear dynamics of the system are approximated by fuzzy
systems to develop a control law based on these systems [3, 7]. In the indirect adaptive
schemes, the possible controller singularity problems are usually met. In the
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aforementioned papers, the adjustable parameters of the fuzzy systems are updated by
adaptive laws based on a Lyapunov approach, the parameter adaptive laws are designed
in such a way to ensure the convergence of a Lyapunov function. However, for an
effective adaptation, it is more judicious to directly base the parameter adaptation
process on the identification error between the unknown function and its adaptive fuzzy
approximation.

The initial adaptive controllers are constructed by some arbitrary values in the
conventional nonlinear adaptive control schemes. Therefore, it is transparent that
without sufficient and efficient fuzzy IF- THEN rules the convergence speed needs
more time. Another challenging and yet rewarding problem in adaptive control
scheme, DAF or IAF, is how properly determined the existing adaptation param-
eters in the adaptation law, which derived from the Lyapunov theory and designed
by trial-and-error by the user.
Therefore, overcoming those restrictions and improving the tracking performance of
DAF and IAF have gained a lot of attention these days. Many researchers have been
focusing on using bio-inspired methods and evolutionary strategies to cope with
those shortages, due to the lack of analytical approaches. Genetic algorithm
(GA) has been widely applied to DAF and IAF. The GA is employed to optimize all
the configuration parameters of the adaptive fuzzy such as the number of mem-
bership functions and rules [8, 9], the initial values of the consequent parameter
vector [10], and the parameters in adaptive laws [11, 12]. Particle Swarm Opti-
mization (PSO) has recently received much interest for achieving high efficiency
and simpler implementation algorithm in comparison with GA. Commonly, PSO is
utilized in adaptive fuzzy control such as optimizing both its structures and free
parameters [13], simultaneously tune the shape of the fuzzy membership functions
for all the consequences of rules in fuzzy rule-base [14]. Furthermore, PSO is used
to update the premise part of the fuzzy system while the consequent part is updated
by the other methods [15].

In this paper, an optimal indirect adaptive fuzzy controller is designed for a class of
uncertain MIMO nonlinear continuous system by using the PSO algorithm. The PSO is
utilized to construct an initial adaptive fuzzy controller with some adjustable param-
eters. In other words, the control knowledge of skilled human operators, fuzzy IF-
THEN rules, is incorporated into the fuzzy controller through the setting of its initial
parameters and simultaneously determining a suitable adaptation parameter by using
the PSO; finally, an adaptive law is developed to tune the free parameters based on a
Lyapunov theory. Inspired by the aforementioned papers, this paper presents indirect
adaptive fuzzy control schemes for a class of continuous-time uncertain MIMO non-
linear dynamical systems. The proposed scheme is based on the results in [6] such that
the fuzzy systems are used to approximate the system’s unknown nonlinearities. To
achieve the tracking of a desired output, new learning algorithms are proposed in the
presented controller which permits superior control performance compared to the same
class of controllers [16, 17]. In the proposed controller, a robustifying control term is
added to the basic fuzzy controller to deal with approximation errors. The regularized
inverse matrix is employed to solve problem of singularity and the stability of the
closed-loop system is studied using Lyapunov method.
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The outline of the paper is as follows. Section 2 presents the problem formulation.
Section 3 presents a brief description of the used fuzzy system. In Sect. 4, a new
control law and adaptive algorithms are proposed with PSO algorithm and stability
analysis is given. Simulation examples are illustrated in Sect. 5. The conclusion is
finally given in Sect. 6.

2 Problem Statement and Preliminaries

We consider a class of uncertain MIMO nonlinear systems given by

yr11 ¼ f1 xð Þþ Pp
j¼1 g1j xð Þuj

..

.

yrpp ¼ fp xð Þþ Pp
j¼1 gpj xð Þuj

ð1Þ

where x ¼ y1; _y1; . . .; y
r1�1ð Þ
1 ; . . .; yp; _yp; . . .; y

rp�1ð Þ
p

� �T
is the overall state vector which

is assumed available for measurement, u ¼ u1; . . .; up
� �T

is the control input vector,

y ¼ y1; . . .; yp
� �T is the output vector, and fi xð Þ et gij xð Þ; i; j ¼ 1; . . .; p are unknown

smooth nonlinear functions.
Let us denote

y rð Þ ¼ y r1ð Þ
1 . . .y

rpð Þ
p

� �

F xð Þ ¼ f1 xð Þ. . .fp xð Þ� �T

G xð Þ ¼
g11 xð Þ . . . g1p xð Þ
..
. . .

. ..
.

gp1 xð Þ . . . gpp xð Þ

2
64

3
75

Then, dynamic system (1) can be written in the following compact form

y rð Þ ¼ F xð ÞþG xð Þu ð2Þ

The control objective is to design adaptive control ui tð Þ for system (1) such that the
output yi tð Þ follows a specified desired trajectory ydi tð Þ under boundedness of all
signals.

Assumption 1: The matrix G xð Þ is symmetric positive definite and bounded as
G xð Þ� r0IP,where r0 is a positive constants.

Assumption 2: The desired trajectory ydi tð Þ; i ¼ 1; . . .;P, is a known bounded func-

tion of time with bounded known derivatives _ydi tð Þ; . . .; y rið Þ
di i.e. ydi tð Þ � {ri .
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Remark 1: Notice that Assumption 1 is a sufficient condition ensuring that the matrix
G xð Þ is always regular and, therefore, system (1) is feedback linearizable by a static state
feedback. Although this assumption restricts the considered class of MIMO nonlinear
systems, many physical systems, such as robotic system [18], fulfill such a property.

Define the tracking errors as

e1 tð Þ ¼ yd1 tð Þ � y1 tð Þ
..
.

ep tð Þ ¼ ydp tð Þ � yp tð Þ
ð3Þ

while the feedback control is given by:

u ¼ G xð Þ�1 �F xð ÞþV½ � ð4Þ

where

V ¼
v1
..
.

vp

2
64

3
75 ¼

y r1ð Þ
d1 þ k1r1e

r1�1ð Þ
1 þ . . .þ k11e1

..

.

y
rpð Þ

dp þ kprpe
rp�1ð Þ

p þ . . .þ kp1ep

2
664

3
775 ð5Þ

we can write

eðr1Þ1 þ k1r1e
ðr1�1Þ
1 þ . . .þ k11e1 ¼ 0

..

.

eðrpÞp þ kprpe
ðrp�1Þ
p þ . . .þ kp1ep ¼ 0

8><
>: ð6Þ

where the coefficients kij are chosen such that all the polynomials in Eq. 6 are of the
type Hurwitz. So we can conclude that limt!1ei tð Þ ¼ 0 which is the main objective of
the command. However in this case, the nonlinear functions fi xð Þ and gi xð Þi ¼ 1; . . .; p
are assumed unknown, then obtaining the feedback control law (4) is difficult. For this
reason the dynamics of these functions is approximated by using fuzzy systems.

3 Description of Fuzzy Systems

In this work we will consider a fuzzy zero order (TS0).
Each rule has a numerical conclusion, the total output of the fuzzy system is

obtained by calculating a weighted average, and in this manner the time consumed by
the procedure of defuzzification is avoided. Then the output of fuzzy system is given by
following relationship [19–21]:

y xð Þ ¼
PN

k¼1 lk xð Þfk xð ÞPN
k¼1 lk xð Þ ð7Þ
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with lk xð Þ ¼ Qn
i¼1

l
F
^

k

i

, F
^k

i 2 F1
i ; . . .;F

mi
i

� �
which represents the degree of confidence or

activation rule Rk and fk xð Þ is a polynomial of zero order.

fk xð Þ ¼ ak ð8Þ

We can simplify the output of fuzzy system as follows:

y xð Þ ¼
PN

k¼1 lk xð ÞakPN
k¼1 lk xð Þ ð9Þ

By introducing the concept of fuzzy basis functions [22], the output of fuzzy system
TS0 can be written as:

y xð Þ ¼ wT xð Þh ð10Þ

with

• h ¼ a1. . .aN½ �: Vector of parameters of the conclusion of rules fuzzy part.
• w xð Þ ¼ w1 xð Þ. . .wN xð Þ½ �T : Basic function of the vector each component is given by:

wN xð Þ ¼ lk xð ÞPN
j¼1 lj xð Þ ; k ¼ 1; . . .;N ð11Þ

4 Controller Design

4.1 Indirect Adaptive Fuzzy Control

In this section we propose to indirectly approximate the unknown ideal (4) by iden-
tifying the unknown functions fi xð Þ and gij xð Þ using fuzzy systems.

bfi x; hð Þ ¼ wT
fi xð Þhfi ; i ¼ 1; . . .; p ð12Þ

ĝij x; hð Þ ¼ wT
gij xð Þhgij ; i; j ¼ 1; . . .; p ð13Þ

With wT
fi and wT

gij are vectors of fuzzy basic functions supposed properly fixed in

prior by the user, hfi and hgij are vectors of the fitted parameters. The functions fij xð Þ and
gij xð Þ can be expressed in terms of fuzzy approximations in the following manner:

fi xð Þ ¼ f̂i x; h�fi
� 	

þ efi xð Þ
gij xð Þ ¼ ĝij x; h�gij

� 	
þ egij xð Þ

8<
: ð14Þ
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With efi xð Þ and egij xð Þ represent the fuzzy approximation errors, h�fi and h�gij are
respectively of the optimum parameters of hfi and hgij , the values of parameters hfi and
hgij respectively minimizing the approximation errors efi xð Þ and egij xð Þ. These optimal
parameters satisfy:

h�fi ¼ arg minhfi supx fi xð Þ � f̂i x; hfi

 ��� ��� � ð15Þ

h�gij ¼ arg min
hfi

sup
x

gij xð Þ � ĝij x; hgij

 ��� ��
 �

ð16Þ

Note that the optimal parameters h�fi and h�gij are unknown constants artificial

introduced only to the theoretical study of the stability of the control algorithm. In fact,
the knowledge of their values is not necessary for implementation of adaptive control
law. From the above analysis, we can write:

fi xð Þ � f̂i x; hfi

 � ¼ wT

fi xð Þ~hfi þ efi xð Þ ð17Þ

gij xð Þ � ĝij x; hgij

 � ¼ wT

gij xð Þ~hgij þ egij xð Þ ð18Þ

where
~hfi ¼ h�fi � hfi and ~hgij ¼ h�gij � hgij , are the parameter estimation errors.

Assumption 3: The fuzzy approximation errors efi xð Þ and egij xð Þ are bounded for all
x�Xx as efi xð Þ�� ����efi and egij xð Þ�� ����egij , where �efi and �egij are unknown positive
constants.

This assumption is reasonable, since we assume that fuzzy systems used for
approximating unknown functions have the universal approximator property.

Denote

F̂ x; hf

 � ¼ f̂1 x; hf 1


 �
. . .f̂p x; hfp


 �� �T

Ĝ x; hg

 � ¼

ĝ11 xð Þ . . . ĝ1p xð Þ
..
. . .

. ..
.

ĝp1 xð Þ . . . ĝpp xð Þ

2
64

3
75

hf ¼ hf 1; . . .; hfp
� �T

; h�f ¼ h�f 1; . . .; h
�
fp

h iT
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hg ¼
hg11 . . . hg1p
..
. . .

. ..
.

hgp1 . . . hgpp

2
64

3
75

h�g ¼
h�g11 . . . h�g1p
..
. . .

. ..
.

h�gp1 . . . h�gpp

2
64

3
75

Wf xð Þ ¼ diag wf 1 xð Þ; . . .;wfp xð Þ� �
Wg xð Þ ¼ diag wg1 xð Þ; . . .;wgp xð Þ� �

ef xð Þ ¼ ef 1 xð Þ. . .efp xð Þ� �T

eg xð Þ ¼
eg11 xð Þ . . . eg1p xð Þ
..
. . .

. ..
.

egp1 xð Þ . . . egpp xð Þ

2
64

3
75

ef ¼ �ef 1. . .�efp
� �T

�eg ¼
�eg11 . . . �eg1p
..
. . .

. ..
.

�egp1 . . . �egpp

2
64

3
75

F xð Þ � F̂ x; hf

 � ¼ F̂ x; h�f

� 	
� F̂ x; hf


 �þ ef xð Þ ð19Þ

G xð Þ � Ĝ x; hg

 � ¼ Ĝ x; h�g

� 	
� Ĝ x; hg


 �þ eg xð Þ ð20Þ

Now we can write an expression for the adaptive law

uc ¼ ĜT x; hg

 �

e0IP þ Ĝ x; hg

 �

ĜT x; hg

 �
 ��1 �F̂ x; hf


 �þV
� � ð21Þ

where e0 is a small positive constant.

In the control law (21), we replaced Ĝ x; hg

 ��1

by the regularized inverse

ĜT x; hg

 �

e0IP þ Ĝ x; hg

 �

ĜT x; hg

 �
 ��1 ð22Þ

The regularized inverse given by (22) is always defined even when Ĝ x; hg

 �

is not
invertible, hence the control law (21) is well defined. Note that even if the control law
(22) is well defined, it cannot alone ensure the stability of the closed loop system. This
is due, on the one hand, the error introduced by the approximation of actual functions
F xð Þ and G xð Þ by fuzzy systems and from one side to the error introduced by the use of
the regularized inverse matrix in place of the inverse matrix. For these reasons and in
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order to have a control law does not depend on any initialization phase we propose, a
control law which is composed of two terms, a term adaptive control uc introduced to
overcome the problems of non-linearity of the system, and a second term ur proposed,
to circumvent the problem of approximation errors and, compensate for the error due to
the use of the inverse regularized instead of the inverse matrix, then the resulting
control law is represented as follows:

u ¼ uc þ ur ð23Þ

The adaptive control term uc is given by

uc ¼ ĜT x; hg

 �

e0IP þ Ĝ x; hg

 �

ĜT x; hg

 �
 ��1 �F̂ x; hf


 �þV
� � ð24Þ

The robust control term ur is given by

ur ¼
BTPE ETPBj j êf þ êg ucj j þ uOj j
 �

r0 ETPBk k2 þ d
ð25Þ

where ur ¼
ur1
..
.

urp

2
64

3
75

u0 ¼ e0 e0Ip þ Ĝ x; hg

 �

ĜT x; hg

 �� ��1 �F̂ x; hf


 �þV

 � ð26Þ

êf and êg are respectively the estimated of �ef and �eg, d is a time-varying parameter
defined below. To achieve the control objectives, we define the parameter adaption
laws as follows:

_hf ¼ �cf B
TPEwf xð Þ ð27Þ

_hgij ¼ �cgB
TPEujwgi xð Þ i; j ¼ 1; . . .; p ð28Þ

_̂ef ¼ nf B
TPE

�� �� ð29Þ

_̂eg ¼ ng uTc
�� �� BTPE

�� �� ð30Þ

_d ¼ �g
ETPBj j êf þ êg ucj j þ uOj j
 �

r0 ETPBk k2 þ d
ð31Þ

cf [ 0; cg [ 0; nf [ 0; ng [ 0; g[ 0 and d 0ð Þ[ 0.
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4.2 Optimal Indirect Adaptive Fuzzy Control

Indirect Adaptive Fuzzy (IAF) controllers use fuzzy systems to approximate the
unknown nonlinear functions inside the study system. In the other words, they
incorporate fuzzy IF-THEN rules directly into themselves. It should be emphasize that
the human expert knowledge (fuzzy IF-THEN rules) is incorporated through the initial
parameters. Therefore, the major advantage of the FLS is emerged while the initial
parameters are chosen accurately. Another significant parameter is, which is known as
adaptation parameter. There is no specific approach to choose a suitable adaptation
parameter. Therefore, an Optimization Method (OM) should be employed to determine
the initial parameters and the adaptation parameter simultaneously. Moreover, the
control objective in optimal adaptive control scheme is not only the X state vector of
the system in Eq. (1), follows a given desired trajectory state but also the tracking error
converges to zero asymptotically. The Mean Square Error (MSE) is defined in (32) to
use as an objective function for evaluating the performance index in the optimal
designing of direct fuzzy system, assigning the initial parameters and the adaptation
parameter. The MSE formulates as follows:

MSE ¼ 1
K

X
Yd � Yð Þ2 ð32Þ

where, Y is actual state of system, Yd is desired state. K is the total number of data.
The proposed optimization method chosen in this paper is PSO (particles swarm

optimization), due to its popularity in the optimization approaches.

The particle swarm optimization, PSO
Particle swarm optimization is an evolutionary computation technique developed

by Kennedy and Eberhart in 1995 [23, 24].The particle swarm concept originated as a
simulation of a simplified social system. PSO is initialized with a population of random
solutions. Each potential solution is assigned a randomized velocity. Each particle
keeps track of its coordinates in the problem space which are associated with the best
solution, pbest, (fitness) it has achieved so far. Another best value that is tracked by the
global version of the particle swarm optimizer is the overall best value, and its location,
obtained so far by any particle in the population. This location is called gbest. At each
step, the PSO concept consists of changing the velocity of each particle toward its pbest
and gbest locations. The velocity is weighted by a random term, with separate random
numbers being generated for acceleration toward pbest and gbest locations.

The original process for implementing the global version of PSO is as follows:

a. Initialize a population of particles with random positions and velocities in the
problem space.

b. For each particle, evaluate the desired optimization fitness function.
c. Compare particle’s fitness evaluation with particle’s pbest. If current value is better

than pbest, then set pbest value equal to the current value and pbest location equal to
the current location.

d. Compare fitness evaluation with the population’s overall previous best. If current
value is better than gbest, then reset gbest to the current particle’s array index value.
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e. Change the velocity and position of the particle according to the Eqs. (33) and (34),
respectively:

vid ¼ wvid þ c1r1 pbid � xidð Þþ c2r2 pgb � xid

 � ð33Þ

xid ¼ xid þ vid ð34Þ

f. Loop to step 2 until a criterion is met. where xid particle position; vid particle
velocity; pbid local best position; pgb global best position; c1; c2 constants; r1; r2
random numbers between 0 and 1
The proposed control scheme based on an optimization method is shown in Fig. 1.

Remark 1: In this brief work we consider the on-line approximation of all adaptation
parameters and also the first values of adaption laws, to make our proposed control law
full automatics, so that no parameters are chosen manually, they are performed with our
optimization method to make maximum performances even with changing the initial
states.

Theorem: Consider the nonlinear system (1), and suppose that the assumptions (1–3)
are satisfied. Then the control law defined by Eqs. (24)–(25) with adaptation law (27)–
(31) applied to the system (1) ensures boundedness of all signals of the closed loop and

the convergence to zero of tracking errors, e jð Þ
i ! 0 when t ! 1 for i ¼ 1; . . .;P and,

j ¼ 0; 1; . . .; ri � 1.

Proof

E nð Þ ¼ Y nð Þ
d � Y nð Þ ð35Þ

E nð Þ ¼ Y nð Þ
d � F xð Þ � G xð Þu ð36Þ

Fig. 1. The proposed controller scheme based on PSO
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We can write as follows:

E nð Þ ¼ Y nð Þ
d � F xð Þ � G xð Þuc � G xð Þur ð37Þ

substitute (24) and (26), Eq. (37) becomes

E nð Þ ¼ �KTE � F xð Þ � F̂ x; hf

 �
 �� G xð Þ � G x; hg


 �
 �
uc � G xð Þur þ u0 ð38Þ

substitute (19) and (20), Eq. (38) becomes

E nð Þ ¼ �KTE � F̂ðx; h�f
� 	

� F̂ x; hf

 �þ ef xð ÞÞ � Ĝ x; h�g

� 	
� Ĝ x; hg


 �þ eg xð Þ
� 	

uc

� G xð Þur þ u0

ð39Þ

E nð Þ ¼ �KTE � WT
f
~hf þ ef xð Þ

� 	
�

Xp

i¼1

Xp

j¼1
WT

gi
~hgijucj

� 	
� eg xð Þuc

� G xð Þur þ u0 ð40Þ

While the dynamics of the error can be written as follows:

_E ¼ AEþB � WT
f
~hf þ ef xð Þ

� 	
�

Xp

i¼1

Xp

j¼1
WT

gi
~hgijucj

� 	
� eg xð Þuc � G xð Þur þ u0

h i
ð41Þ

where

A ¼
0 In�n . . . 0
..
. . .

. ..
.

0 0 0 In�n

�K1 �K2 . . . �Kn

2
6664

3
7775B ¼

0
..
.

0
In�n

2
664

3
775

Until ( sI � Aj jÞ ¼ s nð Þ þK1s n�1ð Þ þ . . .þKn is stable (A stable), we know that there
exists a symmetric positive definite matrix P n; nð Þ that satisfies the Lyapunov equation:

ATPþPA ¼ �Q ð42Þ

where Q is a symmetric positive definite matrix of arbitrary dimensions ðn� nÞ.
To minimize the tracking error and the approximation error, we consider the fol-

lowing Lyapunov function:

V ¼ 1
2
ETPEþ 1

2cf
~hTf
~hf þ 1

2cg
trð~hTg~hgÞþ

1
2gf

~eTf ~ef þ
1
2gg

tr ~eTg~eg
� 	

þ 1
2g

d2 ð43Þ

with d is a time-varying parameter, ~ef ¼ �ef � êf , ~eg ¼ �eg � êg
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Using (38) and (39), the time derivative of V can be write in the following form

_V ¼ � 1
2
ETQEþETPB � WT

f
~hf þ ef xð Þ

� 	
�

Xp

i¼1

Xp

j¼1
WT

gi
~hgijucj

� 	
� eg xð Þuc � G xð Þur þ u0

h i
�

1
cf
~hTf

_hf �
Xp

i¼1

Xp

j¼1

1
cgij

~hTgij
_hgij � 1

gf
~eTf
_̂ef � 1

gg
tr ~eTg

_̂eg
� 	

þ 1
g
d _d

ð44Þ

Equation (44) can be simplified

_V ¼ � 1
2
ETQEþ _V1 þ _V2 ð45Þ

Remark 2: Writing the derivative of the Lyapunov function described in Eq. (45)
facilitates the task of demonstrating negativity of the derivative _V

_V1 ¼ � 1
cf
~hTf cf B

TPEWf þ _hf
h i

� 1
cg

Xp

i¼1

Xp

j¼1
~hTgij cgB

TPEujwgi þ _hgij
h i

ð46Þ

If adaptation laws (27) and (28), Eq. (46) becomes

_V1 ¼ 0 ð47Þ

_V2 ¼ �ETPBG xð Þur � ETPBef xð Þ � ETPBeg xð Þuc þETPBu0 � 1
gf
~eTf
_̂ef

� 1
gg

tr ~eTg
_̂eg

� 	
þ 1

g
d _d ð48Þ

Then _V2 can be bounded as follows

_V2 � � ETPBr0ur þ ETPB
�� ��ef � ETPB

�� ��eg ucj j þ ETPB
�� �� u0j j � 1

gf
~eTf
_̂ef

� 1
gg

tr ~eTg
_̂eg

� 	
þ 1

g
d _d ð49Þ

If we use the adaption laws (29) and (30), Eq. (49) becomes

_V2 � � ETPBr0ur þ ETPB
�� �� u0j j þ 1

g
d _dþ êf E

TPB
�� ��þ êg ETPB

�� �� ucj j ð50Þ

Using (25) et (31), then (50) becomes

_V2 ¼ 0 ð51Þ
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From results (47) and (51), (45) can be bounded as follows

_V � � 1
2
ETQE� 0 ð52Þ

_V � � 1
2
kQminE2 ð53Þ

where kQmin The minimum eigen value of the matrix Q,then by integrating both sides of
Eq. (53) from 0; t½ �

Z t

0
E sð Þk k2ds� 2

kQmin
V 0ð Þ � V tð Þ½ � ð54Þ

which gives us

Z t

0
E sð Þk k2ds� 2

kQmin
V 0ð Þk kþ V tð Þk k½ � ð55Þ

As shown by [25], this implies that E tð Þ 2 L2, according to the theory of Lyapunov,
E tð Þ is bounded. On the other hand, from (38) _E tð Þ 2 L1 (bounded) because all
members of the right are bounded. According to Barbalat’s lemma, we conclude that
limt!1 E tð Þk k ¼ 0.

5 Simulation Results

In this section, we test the proposed indirect adaptive fuzzy control scheme on the
tracking control of two-link rigid robot manipulator with the following dynamics [26]:

€q1
€q2

� �
¼ M11 M12

M21 M22

� ��1
u1
u2

� �
� �h _q2 �h _q2 _q1 þ _q2ð Þ

h _q1 0

� �
_q1
_q2

� �
 �
ð56Þ

where

M11 ¼ a1 þ 2a3 cos q2ð Þþ 2a4sin q2ð Þ
M22 ¼ a2

M21 ¼ M12 ¼ a2 þ a3 cos q2ð Þþ a4sin q2ð Þ

h ¼ a3 sin q2ð Þ � a4cos q2ð Þ

a1 ¼ I1 þm1l
2
c1 þ Ie þmel

2
ce þmel

2
1
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with

a2 ¼ Ie þmel2ce
a3 ¼ mel1lcecos deð Þ
a4 ¼ mel1lcesin deð Þ

In the simulation, the following parameter values are used m1 ¼ 1; me ¼ 2; l1 ¼
1; lc1 ¼ 0:5; lce ¼ 0:6; I ¼ 0:12; Ie ¼ 0:5; de ¼ 30	:

y ¼ q1q2 u ¼� ½u1u2½ �

x ¼ q1 _q1q2 _q2½ �

F xð Þ ¼ f1 xð Þ
f2 xð Þ

� �
¼ �M�1 �h _q2 �h _q2 _q1 þ _q2ð Þ

h _q1 0

� �
_q1
_q2

� �

G xð Þ ¼ g11 xð Þ g12 xð Þ
g21 xð Þ g22 xð Þ

� �
¼ M�1 ¼ M11 M12

M21 M22

� ��1

Then, the robot system given by (54) can be expressed as €y ¼ F xð ÞþG xð Þu
The control objective is to force the system output q1 and q2 to track the desired

trajectories yd1 ¼ sin tð Þ and yd2 ¼ sin tð Þ, respectively.
To synthesize the indirect adaptive fuzzy controller, six fuzzy systems in the form

of (11) are used. Each fuzzy system has x1 tð Þ, x2 tð Þ, x3 tð Þ, and x4 tð Þ as input, and for
each input variable xi tð Þ, five Gaussian functions are defined as

lF1
i
xið Þ ¼ exp � 1

2
xi þ ci
r

� 	2

 �

i ¼ 1; 2; 3; 4

where ci ¼ �1:25;�0:75; 0; 0:75; 1:25½ � and r ¼ 0:7
The robot initial conditions are x 0ð Þ ¼ 0:5; 0; 0:5; 0½ �, and the initial values and all

parameters of the adaption laws are setting automatically with our proposed OM
method.

p ¼ 8:12 0 2:75 0; 0 8:12 0 2:75; 2:75 0 2:62 0; 0 2:75 0 2:62½ �;

Q ¼ diag 5:5; 5:5; 5; 5ð Þ, k ¼ 10; 01; 20; 02½ �, The simulation results for the first
link are shown in Fig. 2, those for the second link are shown in Fig. 3, and the control
input signals are shown in Fig. 4. We can note that the actual trajectories converge to
the desired trajectories and the control signals are almost smooth. These simulation
results demonstrate the tracking capability of the proposed indirect adaptive controller
and its effectiveness for control tracking of uncertain MIMO nonlinear systems.
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Fig. 2. Tracking curves of link 1: actual (black lines); desired (green lines).

Fig. 3. Tracking curves of link 2: actual (black lines); desired (green lines).

Fig. 4. Control input signals: u1(black line); u2(blue line).
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6 Conclusion

In this paper, the main contribution of this paper is to propose the indirect adaptive
fuzzy controller based on the PSO. The PSO is used to determine the initial knowledge
and the adaptation parameters simultaneously. In the other words, the human experts
knowledge, fuzzy IF-THEN rules, are incorporated through the initial parameters into
the indirect fuzzy control scheme via the PSO. The scheme consists of an adaptive
fuzzy controller with a robust control term used to compensate for approximation
errors. The adaptive schema is a free from singularity, and new adaptive parameters
update law are used, besides, the proposed adaptive schemes allow initialization to zero
of all adjustable parameters of the fuzzy systems. This approach do not require the
knowledge of the mathematical model of the plant, guarantee the uniform boundedness
of all the signals in the closed-loop system, the smooth control signal and asymptotic
convergence for error tracking are achieved in the proposed control scheme. Simulation
results performed on a two-link robot manipulator illustrate the method. Future works
will focus on extension of the approach to more general MIMO nonlinear systems and
its improvement by introducing a state observer to provide an estimate of the state
vector.
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Abstract. In this paper, we will compare between three hybrid systems
containing from solar photovoltaic, wind turbine, battery and diesel generator,
this last will use for feeding the village when renewable source is insufficient.
The hybrid central will distribute energy to rural village in southwest of Algeria
called “Timiaouine”, the consumption of this village will be detailed in the all the
years because the precise sizing is the key to choose optimum configuration for
hybrid central. The program used for simulation and optimization is Hybrid Opti‐
mization Model for Electric Renewable (HOMER PRO), this program will simu‐
late the central and propose all the configuration possible but just the best config‐
uration economic and ecologic will be choose with take consideration the security
energetic of the village.

Keywords: Hybrid central · HOMER PRO · Renewable energy · Solar energy
Wind energy · Diesel generator

1 Introduction

The energy demand growths exponentially every day due to the increase in industry and
population, for this reason the world bank and international energy agency estimate
doubling in installing capacity of energy over the 4 following decades [1]. Renewable
energy sources are powerless to meet energy demand because some sources richness
with season like solar and wind energy, or depend on the location like hydroelectric,
and produce clean electricity [2, 3]. However, the drawbacks of renewable energy
sources can be limited by using solar energy in a hybrid system [4].

The electric energy system made up of one renewable source and another conven‐
tional source named Hybrid Renewable Energy Systems (HRES) [5], that system can
work in off-grid (standalone) or grid connected mode.

The hybrid energy systems composed essentially from renewable energy generators
(AC/DC sources), nonrenewable generators (AC/DC sources), power conditioning unit,
storage, load (AC/DC) and sometimes may include grid [6].
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HRES can use one or both of the renewable sources (solar photovoltaic and wind
turbine) in combination with storage system like fuel cell, batteries or ultra-capacitor.
This back up energy devices (or named also secondary sources) are introduced into the
system to supply the shortage power and to cover the pic consumption [5].

In some cases, the system can be 100% on renewables source by eliminating the
diesel generators and replace via large storage capacity, but this has a strong impact on
overall system cost [7]. There are many combinations for hybrid energy systems such
as solar, wind, hydroelectric, or geothermal with conventional sources like diesel gener‐
ator and storage device (battery or fuel cell) [8].

We can classify HRES by capacity installed, these systems vary from few kW to
hundreds of kW, with a capacity less than 5 kW can be treated as the small systems, this
kind of systems is generally used to serve the loads of a remotely located home or a
telecommunication relay system. Then the systems with the capacity more than 5 kW
and less than 100 kW can be treated as the medium systems, these are used to power
remotely located community which contains several homes another required amenities.
The medium systems in most cases work in stand-alone mode and sometimes may be
connected to utility grid, if it is nearby. The other type of the system is able to cover the
energy of a region, with the capacity of more than 100 kW can be called as the large
system. These systems are generally connected to grid, to enable the power exchange
between the grid and the system in case of surplus or deficiency [9] and stay the uses of
small isolated HRES is predictable to grow extremely in the near future [10].

In order to find the optimal sizing and operational strategy for a hybrid renewable
energy system, HOMER PRO software is one of the best program work in hybrid system.
This soft-ware based on three principal tasks which are simulation, optimization and
sensitivity analysis [11].

HRES will become popular for standalone power generation because is its very
improvement and efficiency increment in renewable energy technologies and power
electronic converters [12].

2 System Description

The hybrid central are composed from:

• Solar photovoltaic.
• Wind turbine.
• Diesel generator.
• Storage system.

The connection of hybrid system is illustrated in the below Fig. 1:
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Fig. 1. Hybrid system connection

3 Hybrid Central Sizing

For size a hybrid central in HOMER PRO, we should follow these steps:

3.1 Load Consumption

The load profile is an important step to find whether the energy produced by the central
is matching the load demand [9], Arabali et al. [13] propose a method for the hourly
load variation by using Gaussian distribution with specific limits. The statistical methods
are also generally used for the estimation of the residential energy consumption [14].

The HOMER PRO program filed loads according to their type (home, commercial,
industrial or city) and proposed model for each type.

In our case, the load is consumption of Timiaouine city. We will describe in this part
just the consumption for houses, because it presents 98% from global consumption of
this rural village.

3.2 Housing Consumption

We classified the consumption in two seasons; a season when consumption is low
(winter), and a season when consumption is high (summer).

In winter season, we noticed that most consumption of houses is in the refrigerator
and light (45%), the other consumption divided between the rest devices, the consump‐
tion rest low and equal 16,17 kWh/day

In the high season consumption, the air-conditioner presents more than 60% from
the global house load, the daily consumption is 46,9 kWh.
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3.3 Total Village Consumption

Timiaouine town consumes 7,52 MWh every day in winter and 23 MWh/day in summer
(Fig. 2), the household presents 93% from global consumption, the second most
consumption is the schools by 5% (secondary and primary).

Fig. 2. Annual village consumption

Fig. 3. Description of consumption [15]
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Figure 3 present description of consumption in rural village, on note that houses
present most village consumption due number of houses and low commercial and indus‐
trial activity in this place.

3.4 Weather Data

The climatic conditions play a major role, as the entire power generation is dependent
on this. For every different location, the weather conditions will be different. Therefore,
for a feasibility study or for optimal sizing of the hybrid systems, weather data is a very

Fig. 4. Global solar daily profile

Fig. 5. Wind speed daily profile
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important tool for analyzing the climatic conditions thoroughly before setting up a plant.
Such data is mostly available at the local meteorological stations, for some potential
sites, the space research agencies like national aeronautics and space administration
(NASA) have made the data available through the web resources [9], the Figs. 4 and 5
characterize the weather data for Timiaouine city.

4 Generator Sizing

4.1 Solar Photovoltaic

The initial capital cost is 138600DZD/kWh (1€ = 126DZD), 138600DZD for the replace‐
ment and the cost of maintenance it takes 1260DZD, the lifetime of panel is 25 years.

Photovoltaic generator is size with 2800 kW in first configuration used PV/DG/
Battery and 2300 kW in second configuration when this system combined from PV/
Wind turbine/DG.

4.2 Wind Turbine

In third configuration, hybrid system composes from WT/DG/Battery use eight (8) wind
turbines but the second configuration (PV/WT/DG/battery) use just four (4) wind turbine
in hybrid central.

Wind turbine uses in all configuration proposed in this study is wind turbine mark
GAMESA, type G52 with 850 kW power output, the cost of this type is 1,8 million euro
and is the same for replacement, the maintenance costed at 2309958DZD.

4.3 Diesel Generator

Generator diesel is used like support in peak load or absence of the renewable generators
production (solar or wind). The initial cost is 63000DZD/kWh, this price is the same
price for replacement with 15000 h for the lifetime. The next table summarizes the
capacity of DG for three configurations (Table 1):

Table 1. Comparison between capacities of DG in three-hybrid systems

Hybrid system
component

Capacity of DG proposed from HOMER PRO (kW)

PV/DG/battery 1800
PV/DG/WT/battery 2300
WT/DG/battery 2200
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5 Results and Comparison

To select best hybrid systems, full comparison technique, economic and ecologic
between three-hybrid systems to choose the better between them, the simulation and
optimization of these systems are doing it by HOMER PRO software.

HOMER PRO software simulates and optimized systems based on three steps:

1- Selection of components (load profile, meteorological data and generator installed
on system).

2- Comparison a wide range of generators with different constraints and sensitivities
in techno-economic analysis, this analysis uses life-cycle cost (LCC) of the system
and equal to present value of all the costs of installing and operating that component
over the project lifetime, minus the present value of all the revenues that it earns
over the project lifetime.

3- The final step is optimization; simulated systems are arranged and filtered due to
criteria that choose in step two [16, 17].

Figures 6, 7 and 8 present result of simulation for PV/DG/battery, PV/WT/DG and
WT/DG/battery respectively.

Fig. 6. Simulation of PV/DG/battery system
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Fig. 7. Simulation of PV/WT/DG system

Fig. 8. Simulation of WT/DG/battery system

234 C. Ammari et al.



In sensitivity case present different technical parameter influence to size or cost of
systems like height of wind turbine, below sensitivity case, they are optimization case,
in this part on show different systems proposed with different cost and size.

5.1 Technique Comparison

The table below summarized the technical parameter for three different configurations:
The hybrid system uses PV/WT/DG is the best technically, because it produces

energy more than the other configuration, use all the renewable resource available in the
site and cover all the consumption over the year (Table 2).

Table 2. Technical comparison between three-hybrid systems

Hybrid system
component

Annual
production
(GWh)

Energy
renewable %

Unmet load
kW/year

PV kW WT
quantity

DG kW Battery
kWh

PV/DG/battery 8.31 71% 0 2800 0 1800 2000
PV/DG/WT/battery 10.63 71% 0 2300 4 2000 0
WT/DG/battery 8.41 67% 69 0 8 2200 1800

5.2 Economic and Ecologic Comparison

In this section, the comparison between three systems will be hold on economic param‐
eter (levelized cost, global investment cost) and ecologic parameter (fuel annually
consumption, dioxide emission) (Table 3).

Table 3. Economic and ecologic comparison between three-hybrid systems

Hybrid system
component

Investment cost
(billion Dinnar)

Levelized cost
(DZD/kWh)

Fuel cons
(L/year)

CO2 Emissions
(kg/year)

PV/DG/battery 1.49 22.932 667332 1757305
PV/DG/WT/
battery

2.77 42.336 860515 2266018

WT/DG/battery 3.45 52.794 764649 2013572

After comparison between three configuration, the hybrid systems best economically
is the system who use PV/DG/battery, this system have low investment cost than the
other and produce energy with attractive cost more than the last two systems, in same
time this systems produce dioxide carbon too much low than others, that main this hybrid
systems is the most systems economic and produce green energy more than the other
configuration.

In the end, the best system proposed from HOMER PRO is the systems who uses
PV/DG/battery, because he produce green energy with attractive cost, cover all the
consumption of this rural village and offer for this people to live life better than what he
lives now.
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6 Conclusion

In this study, a comparison between three different hybrid systems has simulated and
optimized using HOMER PRO software for feeding rural village situated in southwest
Algeria named “Timiaouine”.

The optimum configuration proposed is a hybrid central produce more than 8 GWh
every year, most of this energy is produced from renewable source (71%), this result is
better than other study by Sen and Bhattacharyya [16] when he use hybrid central base
on solar photovoltaic, bio diesel, hydropower and batteries with levelized cost of energy
(LCOE) equal 55.692DZD/kWh.

After comparison between different configurations, the better is the uses of PV/DG/
battery to produce clean energy with acceptable cost.
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Abstract. In the present paper, an experimental analysis of the PV modules
efficiency of different photovoltaic comprising monocrystalline silicon, poly‐
crystal-line silicon and thin-film silicon technologies has been made. The PV
modules were first subjected to thorough indoor evaluation (Sun simulator, Elec‐
troluminescence) to check the real characteristics and internal defects that make
the effectiveness of these modules lower compared to characteristics declared by
the manufacturer under the terms of DIN EN ISO/IEC 17025:2005. Results of
the first analysis have been taken as a reference for the second part, which consist
of ex-posing the PV modules to various natural factors in outdoor environment
(solar radiation, temperature, wind, humidity…) versus time. Then, using the peak
power measuring device PVPM, different electrical characteristics of the photo‐
voltaic module during the exposure in operating site were determined. Significant
differences in the energy efficiency of PV modules have been presented. The
analysis of the photovoltaic efficiency has allowed a better comparison between
PV technologies better for a specific environment (semi-humid region).

Keywords: Photovoltaic efficiency · Sun simulator test ·
Electroluminescence image test · Climate environment

1 Introduction

For a very long time, the man has searched to use the energy emitted by the sun [1, 2].
Most uses are direct as in agriculture, through the photosynthesis, or in the various
applications of drying and heating, as much handmade but not as industrial [1]. This
energy is available in abundance on all earth surface, and despite an important mitigation
during the atmosphere passage, the remaining amount remains still important when it
reaches the ground. Thus, we can count crest on 1000 W/m2 in the temperate zones and
to 1400 W/m2 when the atmosphere is weakly polluted in dust or water [2, 3]. The various
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studies undertaken so far on the potential energizing solar make to appear a considerable
potential for the using and the exploitation of this form of energy [1–4]. The photovoltaic
(PV) technology is the most simple and elegant way to harness solar energy. PV converts
insolation (solar radiation) directly into electricity by solar cells [4]. Today, energy
production through PV technology is growing rapidly compared to other conventional
power generation technologies. However, environment (temperature [5], wind [6],
humidity [6], solar radiation [7]) has a significant impact on the performance (i.e. effi‐
ciency) of a PV module technology. The geographic location, tilt angle, operating
condition, and equipment used are important parameters in the evaluation and discussion
of the results of our work. Their effects make it possible to choose the best conditions
for achieving the best photovoltaic efficiency [8]. Over the years, photovoltaic (PV)
modules have gained a reputation for their reliability. Hence, some modules degrade or
even fail when exposed outdoors for extended periods of time, especially when condi‐
tions are severe. Factors such as thermal cycling [9, 10], ultraviolet absorption [11], loss
of adhesion and moisture ingress [12] may be the causes of the degradation of these PV
modules [13–16]. The global objective of the present paper is the demonstration effect
of the environment on the efficiency of PV modules, by analysis of various parameters
that can contribute to the optimisation of the energy efficiency. Three different technol‐
ogies of photovoltaic modules are used:

– Crystalline silicon (c-Si):
• Monocrystalline silicon (m-Si); (three PV modules).

– Polycrystalline silicon (p-Si); (three PV modules).
• Thin film silicon.
• Amorphous silicon single junction; (1j, a-Si); (one PV module).

The indoor and outdoor measurements of photovoltaic modules performance
allowed us to know the environmental impact on performance behaviour quantified for
different PV modules in the same climate. we compared various photo-voltaic module
technologies in taking into account the cost, the efficiency and the variability of the
power delivered according to the illumination: the central objective being to determine
the technology most adapted to a region like Thuringia, relatively not very sunny
(cloudy, semi-humid region).

2 Equipment and Experimental Setup

2.1 Peak Power Measuring Device for PV-Modules

The devices of type (PVPM/1000C100) enables the measurement of the I-V curve of
photovoltaic modules as well as of strings. By a new developed procedure [17], the
device can measure and calculate the peak power Ppk, the Rs and Rp directly at the place
of assembly of the PV system. Calculation results and the diagram can be displayed on
the internal LCD-display. The PVPM automatically measures the I-V-characteristic of
the generator at a capacitive load. From the measured data, the PVPM calculates: Pmax,
Rs, Rp, FF, and plots the I-V characteristic of photovoltaic module [17, 18] (see Fig. 1).
The measurements and data are automatically stored in an integrated permanent memory
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(can store 1000 measurements), and thus are available to be transferred to a computer
[18, 19]. The device is equipped with a standard solar radiation sensor for a measurement
range [0–1300 W/m2] and a thermocouple [−40 °C/+ 120 °C], and PC software
PVPMdisp 2.3.3.4 © 13 PV engineering GmbH [19]. The peak power is the power of a
module under Standard Test Conditions (STC) IEC60904-3: STC Irradiance
1000 W/m2, Spectrum AM = 1.5, Cell Temper. 25 °C. So far, the very sumptuous meas‐
urement of the peak power was possible only in particularly suited laboratories. By a
new procedure [17], which was developed by Professor Wagner at the University of
Applied Sciences Dortmund (patented), the measurement with the PVPM can easily be
performed.

Fig. 1. Peak power measuring device PVE Photovoltaik engineering (PVPM/1000c100).

2.2 Photovoltaic (PV) Modules

All the following characteristics are given by the manufacturers of photovoltaic
modules.

2.2.1 Bosch m-Si M60 Eu 44 117
Crystalline Solar Module compound of 60 cells monocrystalline silicon in the format of
156 mm × 156 mm are connected in series with a maximum power of 240 Wp. This
module is protected by a tempered glass plate and an EVA resin, an impermeable back
sheet, an anodized aluminum frame, connection box (IP65) with three bypass diodes.
(IEC 61215 and IEC 61730 safety class II).

2.2.2 PVTEC POLSKA MU 235
Polycrystalline technology module is composed of 60 cells, format 156 mm × 156 mm
connected in series with a maximum power of 235 Wp, protected by a glass plate with
4 mm ESG (laminated safety glass) and EVA resin, an impermeable back sheet, an
anodized aluminum frame, connection box (IP65) with three by-pass diodes 12A
(Table 1). Certified according to IEC 61730 and IEC 61215 norms.
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Table 1. Specifications of the photovoltaic modules tested (datasheet).

m-Si Bosch Solar
m-Si M 60

p-Si PVTEC MU 235 a-Si GET-100-AT

Performance at standard test conditions STC: 1000w/m2 AM 1.5, 25 °C
Pmpp [Wp] 240 (–0/+ 4,99) 235 (–0/+ 3%) 101.39
Vmpp [V] 30.00 28.9 76.58
Impp [A] 8.10 8.16 1.32
Voc [V] 37.40 37.2 95.84
Isc [A] 8.60 8.68 1.50
η [%] 15.77 14.47 7.03
Vmax [V] system 1000 1000 1000
L × W × H [mm] 1660 × 990 × 50 1680 × 1030 × 30 1100 × 1335 × 7
Weight [Kg] 21 21 25
Connector MC4 MC4 MC4

2.2.3 Green Energy Technology GET-100-AT
Thin film technology module is thin film single junction amorphous silicon module
formed by a multilayer of thin-film of different materials, this multilayer is protected by
a tempered glass plate and EVA resin, anodized aluminum alloy, silver, UL1703 certi‐
fied, the connection box (IP67) with 03 bypass diodes 10 A (Table 1). Produced with
accordance with IEC 61646/61730 norms.

2.3 Characterization Techniques

The aging phenomenon and degradation of characteristics over time [5, 6, 8], occur for
non-equilibrium systems that evolve over time to reach their states of more stable equi‐
librium [9, 20]. Considering the latter phenomenon, it is necessary to know the initial
characteristics of PV modules, for this reason, preliminary measurements have been
made at the CIS SolarTestLab laboratory, Erfurt (Germany). We have applied two char‐
acterization techniques (Electrical and Optical), the first to study the I-V characteristics
of photovoltaic modules and the efficiency (Flash-test or Sun Simulator), and the second
to study the internal structure of solar cells (Electroluminescence image).

2.3.1 Sun Simulator/Flash-Test (Indoor)
The purpose of the Sun Simulator is to provide a controllable indoor test facility under
laboratory conditions, used for the testing of Si wafer, solar cells, PV module. Most
manufacturers call this technique the flash-test or Sun Simulator (BERGER Module
tester type PSS 8-AU) (see Fig. 2). The Sun Simulator is a test to measure the output
performance of a solar photovoltaic module, and also is a standard procedure at manu‐
facturers to ensure the operability of each module. During a flash-test, the photovoltaic
module is exposed to a short (3 ms) bright (100 mW per sq.cm), the flash light from a
xenon filled arc lamp. The output spectrum of this lamp is as close to the spectrum of
the sun as possible. The out-put signal is collected by PSL SCD device (Pulsed Solar
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Load and Measuring Device) simulating the resistance controlled by a computer, and
then the data is compared to a reference solar module. The Sun Simulator is periodically
standardized by calibration using a standard module with traceability of its measure‐
ments to TGA GmbH under the terms of DIN EN ISO/IEC 17025:2005) [21]. In-deed,
the measurement on Sun Simulator can be considered as reference data that is geared to
the power output calibrated to standard solar irradiation. The Sun Simulator results are
compared to the specifications of the photovoltaic module datasheet printed on the label
on the module’s backside [15, 16, 22]. The objective of the presented experimental
investigation is to determine the performance degradation of the photovoltaic modules,
which were exposed already to various factors during exposure on natural site (outside),
and then to check the peak power and the efficiency of these photovoltaic modules.

Fig. 2. BERGER Module tester type PSS 8-AU: Sun simulator (from BERGER Lichttechnik
February 2018).

2.3.2 Electroluminescence Solar Module Tester (Indoor)
The inspection of PV modules through electroluminescence test becomes fundamental
due to the improvement of material and production processes. The electroluminescence
PV module tester (EL) is an imaging measurement process that allows us to peer directly
into the cells of a solar module and locate potential defects that could have a negative
impact on power as well as a module’s lifespan [23]. In particular it is possible to identify
micro cracks, degradation and shunted area on cells. A tension V (for I = 9A) extern is
applied to the borders of the module (with measuring temperature 23 °C) which causes
a recombination of electrons in cells, which also causes an emission of photons in the
near infrared range, which is invisible to the human eye. In a general way: more the
brilliance of photons emitted by a part of the cell is important, more this part will be
active during the electricity production. this phenomenon has been discussed in detail
[24]. In this test, the PV module investigations were performed with a CCD cam-era IR,
which has a spectral response approximately 300 to 1100 nm. The camera is cooled to
−50 °C below ambient temperature to improve accuracy and prevent noise in the image
from thermally generated carriers in the detector. The experimental setup is illustrated
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in (see Fig. 3). The image captured shows the intensity distribution of the luminescence
radiation. Although a homogeneous distribution would be expected for an ideal solar
cell, electroluminescence images of actual solar cells always show inhomogeneities.

Fig. 3. Schematic of EL experimental setup PV module inspection.

3 Experimental Results

In order to determine the environmental impact on performance behaviour, a site with
composite climate has been selected to perform the experimental study. The details of
the selected site (experimental setup and experiment procedure) are explained below.

3.1 Indoor Measurements

3.1.1 Sun Simulator Results
The performance of a PV module will decrease over time. The degradation rate is typi‐
cally higher in the first year upon initial exposure to light and then stabilises [8, 9, 20].
The results of detailed I-V Measurements (as described in Sect. 2.3.1.) on six crystalline
silicon (Si) modules (03 m-Si and 03 p-Si) plus one amorphous module located at Solar‐
TestLab at CiS Research Institute for Microsensors and Photovoltaics, Erfurt (Germany)
have been presented in Table 2.
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Table 2. Sun simulator results under STC (IEC60904-3). (IEC60904-3: STC Irradiance 1000 W/
m2, Spectrum AM = 1.5, Cell Temper. 25 °C).

Ref m-Si M60 EU 30117 p-Si LLC-PV MU 235 a-Si GET
#062 #677 #787 #08 #10 #11 #78PI

Pmpp [Wp] 239.51 239.50 238.89 226.29 229.58 229.86 90.69
Vmpp [V] 29.51 29.59 29.70 28.65 28.75 28.76 67.96
Impp [A] 8.12 8.09 8.04 7.90 7.99 7.99 1.33
Voc [V] 36.77 36.80 36.78 36.29 36.28 36.33 90.94
Isc [A] 8.65 8.62 8.68 8.43 8.52 8.51 1.66
FF [%] 75.33 75.49 74.87 73.97 74.34 74.34 60.05
η [%] 14.57 14.57 14.54 13.61 13.80 13.82 6.74

3.1.2 Electroluminescence Solar Module Tester Results
The PV modules that suffer from efficiency losses have of course a bad impact on the
system energy bill. As this test is the complement to the sun simulator investigation to
justify the efficiency losses in each PV module and complete the quality assessment of
these modules. In the case of amorphous module, an electric current of 9A presents a
risk of destruction of cells outright, because this type of module only works with low
electric current. Whereas, the EL-images of monocrystalline and polycrystalline PV
modules are presented below in Fig. 4.

Fig. 4. The EL-images and quality inspections of PV modules.
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Figure 4 shown is an image of a monocrystalline and polycrystalline solar cells
operated under forward bias condition. The electroluminescence of the solar cells below
the grid electrodes is clearly visible. The EL-images in Fig. 4 reveal wide optical differ‐
ences between both PV modules m-Si and p-Si. The darker areas and vertical dark lines
in the image indicate regions of minor quality (not operating properly) within the solar
cells. Some close-up views and the red circles show the location of the micro-cracks and
finger defects, who have a negative impact on electrical characteristics (especially effi‐
ciency) that were deter-mined from their electrical characteristics illuminated I-V meas‐
urements in the first part (Sun simulator).

3.1.3 Discussion

Bosch M60 EU 30117 PV modules (m-Si #062, #677 and #787): presented modules
are never operating in real conditions and as seen in Table 2 their performance is reduced
by 1.20% over the initial efficiency. The state of these modules presents a power loss of
>0.30% (during degradation). There-fore, these modules were not visibly degraded in
any way as seen in Fig. 4. In fact, to stabilize the power loss, the PV module must be
operated in real conditions for an optimal period until more stable characteristics are
obtained. Usually, manufacturers guarantee at least 80% of the starting power after 20
to 25 years. As any mechanical damage affects the performance, and results in decreased
efficiency of PV module. After inspecting the EL images in Fig. 4, the modules (#062
and #677) present only one mechanical damage (crack), which explains how these
modules have a power very close to the power declared by the manufacturer.

PVTEC POLSKA LLC-PV MU 235 (p-Si #08, #10 and #11): have been operated
outdoors for one-year. Therefore, according to results in Table 2 (Sun Simulator), the
performance of these modules is already slightly degraded, with a loss 3% of the nominal
power. The intensity in this case is lower than the first type of modules, with the existence
of dark lines on the interconnections of cells and black local areas (crack, micro-crack,
finger defects,) show that these cells are not functional and no longer participate in
photovoltaic con-version. which explains the degradation of the photovoltaic efficiency
of this module, see Fig. 4.

Green Energy Tech GET-100-AT (a-Si #78PI): has been operated outdoors for two
years. Hence, from the results shown in Table 2, a considerable decrease in efficiency
of this module almost 10% less than the initial performance declared by the manufacturer
GET has been measured.

3.2 Outdoor Measurements

The solar spectrum, insolation, temperature, wind-speed and wind-direction (see Fig. 5)
are highly variable parameters depending on the geographical site. The outdoor meas‐
urements for different technologies of PV modules were carried out at Research Institute
for Microsensors and Photovoltaics (CIS), Erfurt, (Ger-many). The geographical loca‐
tion of CIS is latitude 50° 58′ 41′′ North and longitude 11° 01′ 45′′ East with an elevation
of 294 m from sea level. The maximum solar irradiance was recorded during an exposure

Indoor and Outdoor Measurements of PV Module Performance 245



test of 15 days was 1466.02 W/m2, and an average wind speed of 2.07 m/s (see Fig. 5),
an average temperature of 16.67 °C, with Tmax = 35.7 °C and Tmin = 7.1 °C. An angle
of inclination of the PV modules of 31° to the south, has been chosen as an optimal angle
of this region.

Fig. 5. Wind-rose diagram of meteorological site (CIS): wind-direction and wind-speed data.

3.2.1 Peak Power Measuring Device Results
The current-voltage and power-voltage characteristics for the considered modules are
measured and recorded in various natural factors conditions (insolation, temperature,
humidity). The insolation and temperature corrections for determining current-voltage
characteristics are determined according to standard IEC 60904-1 [25]. The incident
solar radiation is monitored by solar radiation sensor (SOZ-03) while the cell and module
temperatures are monitored by placing a temperature sensor (thermocouple Pt1000) at
the modules’ back under con-sideration for each photovoltaic module technology (see
Fig. 6).

Fig. 6. Schematic of experimental setup (outdoor).

Before carrying out the measurements with peak power PVPM, it is necessary to
maintain the modules in the operating site for some time to adapt and integrate with the
site environment (semi-humid region).

The software PVPMdisp traces the current-voltage curves and calculates all the
other parameters which are indicated above in Table 3 with the different measurement
conditions. According to peak power measuring device PVPM results indicated in
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Table 3 for three different technologies of PV module that were tested in operational
site [26, 27], remarks were noted as follows:

Table 3. Electrical characteristic measured by peak power measuring device (out-door results)

m-Si M60 EU 30117 #787 p-Si LLC-PV MU 235
#10

a-Si GET-100-AT #78PI

STC Measured STC Measured STC Measured
Pmpp [Wp] 218.0 191.5 210.5 158 87.1 52.1
Vmpp [V] 27.90 25.7 26.7 26.2 73.6 64.39
Impp [A] 7.83 7.44 7.89 6.57 1.18 0.81
Voc [V] 36.10 34.0 35.63 34.3 98.6 86.2
Isc [A] 8.64 8.22 8.60 8.60 1.47 1.01
FF [%] 69.9 68.4 68.7 70.2 59.91 60
Tmod [°C] 25 42.2 25 31.3 25 23.6

Eeff [w/m2] 1000 951 1000 949 1000 684

Bosch M60 EU 30117 PV modules (m-Si #062): A temperature module increase to
42.2 °C was recorded. In efficiency terms, it’s the most damaging factor for this tech‐
nology (m-Si). Nevertheless, this PV modules type has a fairly good efficiency even in
low solar irradiation. Therefore, temperature increase affects efficiency and presents a
power loss of almost 20% and 8.89% under STC compared to Sun simulator results in
Sect. 3.1.1 (reference), see Fig. 7(a).

Fig. 7. Characteristic curve I-V example of (a) The monocrystalline, (b) The polycristalline Si
PV module obtained by peak power measuring device PVPM1000C100.

PVTEC POLSKA LLC-PV MU 235 (p-Si #10): This type of module loses 8.31% of
energy under operating real conditions compared to the initial energy of the simulation
obtained by the flash test under STC. Indeed, this polycrystal-line module under low
irradiation with a temperature of 31.1 °C loses about 31.17% of its initial efficiency.
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Polycristalline module requires a good illumination to obtain a good efficiency but which
is always lower than that of a monocrystalline PV see Fig. 7 (b).

Green Energy Tech GET-100-AT (a-Si #78PI): This PV module type has a high
voltage delivered with a low power loss of 3.95% under STC. Its efficiency (< 7%) is
always stable in high temperature and the short lifetime com-pared to m-Si or p-Si PV
modules is only its disadvantage.

3.2.2 Discussion
Further to this experimental analysis, Germany, cloudy country (low luminous intensity)
the first conclusion would be to think that the m-Si is better than the p-Si, at this stage,
we will have a tendency to say that the two technologies are really holding hands. We
notice that the monocrystalline PV technology provides a power superior than poly‐
crystalline. In particular, when the conditions are marked by a freshness and little
sunshine (mornings for example), On the other hand, it is the opposite during high illu‐
mination and high temperature [22]. For thin-film modules this technology simply arises,
at first, from a will to decrease the manufacturing costs of modules.

4 Conclusion

The global objective of this work is the demonstration effect of the environment on the
efficiency of PV modules, and analysis of various parameters that can contribute to the
optimisation of the energy efficiency. The optimal operation of the photovoltaic module
is closely related to the climatic conditions on the one hand and the charge used on the
other hand. With regard to the climatic conditions, the PV modules must be placed in a
locality with strong insolation so as to extract the maximum power while taking into
account the increase of the temperature which decreases the energy efficiency.
Depending on the environment, each technology has advantages and disadvantages, so
to optimise PV performance, it is necessary to make a meteorological analysis on the
geographical location. Through techniques of electrical (Sun Simulator) and optical
characterization (El image) of PV modules. we can determine actual electrical and
mechanical defects located in solar cells, which may explain any decrease in photo-
voltaic efficiency. The obtained results allowed us to analyse the functioning of the
system PV for three photovoltaic technologies at the Erfurt city in Germany as experi‐
mental site characterised by a strong fluctuation in temperature and a high humidity [26,
27]. Practically, it is difficult to isolate the effect of each parameter as many parameters
can influence this investigation (insolation, temperature, wind, angle, orientation,). As
a perspective, in order to develop a standardisation of photovoltaic modules working in
arid and semi-arid conditions by in-situ analysis of photovoltaic efficiency, it’s necessary
to install in other operating site (arid or semi-arid region), to make a comparison between
the impact of two environment’s regions.
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Abstract. In Ground Source Heat Pumps (GSHP), Energy Piles pose as heat
exchangers that transfer the heat from the buildings to the shallow ground lower
temperature in order to decrease the energy consumption whilst cooling the
buildings. These piles are mainly designed for highest possible thermal con-
ductance. In this paper, nine factors influencing the thermal conductance of the
energy pile are defined and statistically evaluated. These nine factors are;
number of tubes, pile diameter, tube diameter, tube thickness, tube location, pile
conductivity, tube conductivity, soil conductivity, and water flow rate. The
thermal conductance of the energy pile is calculated using finite element model.
The significance of these factors is evaluated using fractional factorial uniform
design of experiment. The results show significance increase in the pile thermal
conductance with the increase of the tube diameter, number of tubes, water flow
rate, and tube and pile thermal conductivities. Furthermore, the tubes location
near the pile outer surface show significant increase in the pile thermal con-
ductance. On the other hand, decreasing pile diameter slightly increases the pile
thermal conductance. Nevertheless, the soil thermal conductivity has shown
insignificant effects on the pile thermal conductance.

Keywords: Energy piles � Geothermal � GSHP � Composite cylinder model
Thermal resistance � Finite element � Renewable energy � DOE

1 Introduction

Ground Source Heat Pumps (GSHP) are a geothermal free form of energy utilizes the
constant temperature of the shallow ground all year round to reduce energy con-
sumption in cooling buildings through its energy piles [1]. The significant advantage of
using energy piles over boreholes systems is that they require no additional structural or
hydraulic measures because they are installed within elements that are already needed
for structure [2]. Energy piles utilize renewable geothermal energy for buildings
heating and cooling purposes and need proper design and sizing in order to end up with
high plant efficiency [3].
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Research on the controlling factors of the energy piles have shown that maximizing
the pile surface, maximizing the concrete thermal conductivity, and maximizing the
number of water tubes will increase the heat exchanging through the energy pile [4].
These reports neither include all elements affecting the thermal conductance of energy
pile nor their interconnection effects. The analytical formulae proposed by [5] have
shown nine factors affecting the energy pile steady state thermal conductance. These
nine factors are; number of tubes, pile diameter, tube diameter, tube thickness, tube
location, water flow rate, and the thermal conductivities of the pile, tube and soil.
Investigating these factors together require unreachable number of experiments to
evaluate the interrelation between these controlling factors. Statistical design of
experiments methods like uniform fractional factorial design can solve this problem.

Based on either the finite-element method or the finite-volume method, various
numerical approaches for full discretization of the Ground source heat exchangers like
boreholes or energy piles have been formed. These models are employed to solve the
heat-exchanging problem to optimize the heat exchanger geometry [6–9]. These
models require extensive CPU time for being 3D models or for solving the transient
effects. In order to decrease the time of calculations, the current analysis will be
restricted to 2D steady state model.

The objective of the current work is to build a 2D steady state finite element
thermal model to predict the energy pile thermal conductance at different combinations
of the controlling factors. Then statistical regression method will be used to define a
correlation between these controlling factors based on the significance of each of these
factors on the energy pile steady state thermal conductance whilst changing other
factors using uniform fractional factorial design of experiment method.

2 Energy Pile Factors and FE Model

The current work considers the energy pile cross sectional in plane factors assuming
same behaviors and relations through the pile height. Figure 1 shows schematic con-
figurations of the studied energy pile in the current work.

The energy pile is symmetrical with repeated pattern. Half of the repeated sector
can represent the whole energy pile cross section as shown in Fig. 1. The angle “h”
depends on the number of U-tubes in the pile and equal (90/n) where ‘n’ is the number
of U-tubes. Lines “O–A” and “O–B” are symmetry lines. The energy pile model
considers the variation of five geometrical factors; number of U-tubes (n), pile diameter
(dp), tube inner diameter (di), tube thickness (t), and tubes spacing (S). In addition, it
considers the variation of thermal conductivities of the pile (Kp), the HDPE tube (Kt)
and the sand (Ks). The study will consider one operational factor, which is the heat
transfer coefficient of the circulating water (H). The sand width will not affect the
steady state conductance of the energy pile so that it will assumed with constant value
in the current study (Ls = 1.0 m). The energy pile studied factors throughout the current
study are listed in Table 1.
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Using Galerkin method and the divergence theorem [10], the discretized 2D finite
element equation of a steady state condition, with no heat generation, takes the fol-
lowing form;

Z
A
B½ �T K½ � B½ � dAþ

Z
S
Ns½ �T Ns½ �dS

� �
�Tf g ¼

Z
S
qs Ns½ �TdSþ

Z
S
hTf N

s½ �TdS ð1Þ

where [B] is the temperature gradient interpolation matrix and {T} is the nodal tem-
perature vector.

The boundary conditions of this equation take the following form with respect to
Fig. 1;

Symmetric boundary conditions at lines “O–A” and “O–B” (Adiabatic BC).

@T
@S

¼ 0 ð2Þ

where S is the normal vector at symmetric lines.
Convection heat exchange at the inner surface of the HDPE tube.

�Ks
@T
@S

¼ H Ts � Tfð Þ ð3Þ

Fig. 1. Energy pile geometrical factors.

Table 1. Studied factors and their levels.

Level n dp di T S Kp Ks Kt H

−1 1 0.4 0.02 0.002 0.40 dp 1.0 0.5 0.5 10
0 2 0.7 0.03 0.003 0.60 dp 1.75 1 16 55

+1 3 1.0 0.04 0.004 0.80 dp 2.50 1.5 32 100

Optimization of Energy Pile Conductance Using Finite Element 253



where;

S is the normal vector at the inner surface of the HDPE tube.
Ts is calculated temperature at the inner surface of the HDPE tube.
Tf is the bulk temperature of the circulating water (45 °C).
H is the studied heat transfer coefficient.

Specified constant temperature at the outer surface of the sand line “A–B”.

TA�B ¼ 25 oC ð4Þ

The set of linear equations represented by Eq. (1) and the boundary conditions
represented by Eqs. (2–4) are assembled to form the global system matrix equations to
be solved to calculate the temperatures at the inner surface of the HDPE tube “Tt” and
the outer surface of the energy pile at line “C–D” “TC−D”. Also, the heat flow at the
inner tube surface and the outer surface of the sand line “A–B” are calculated for
convergence checking and for thermal conductance calculations. The energy pile
steady state thermal conductance is calculated by the following equation;

Cp;FE ¼ QA�B

Tt � TC�D
ð5Þ

2.1 FE Model Validation and Mesh Density Sensitivity

The finite element model of each design point is built and solved, autonomously, using
ANSYS Parametric Design Language offered by ANSYS_MAPDL. This powerful
scripting language allows parameterizing the finite element model and automating all
related tasks of solution and post processing.

The current finite element model is verified against an analytical model of the
steady state thermal resistance, which is the reciprocal of the thermal conductance, for
these energy pile configurations. The model is proposed by [5] and approximated the
thermal resistance of double U-tube energy pile as follows;

Rp ¼ 1
4pKp

ln
d2np

2ndoS2n�1

d2np
d4np � S4n

 ! Kp�Ks
Kp þKs

� �0
BB@

1
CCA

2
664

3
775þ 1

2np
1
2Kt

ln
do
di

� �
þ 1

diH

� �
t
ð6Þ

where;

Rp [m.K/W]: Energy pile thermal resistance.
n: Number of U-tubes.
m = 2(n − 1).
dp [m]: Pile diameter.
di [m]: Tube inner diameter.
t [m]: Tube thickness.
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S [m]: Tubes spacing.
Kp [W/m.K]: Pile thermal conductivity.
Ks [W/m.K]: Soil thermal conductivity.
Kt [W/m.K]: Tube thermal conductivity.
H [W/m2.K]: Convection heat transfer coefficient.

The FE results are usually sensitive to the mesh density. A proper mesh density that
gives acceptable result within applicable CPU time is important to be achieved ahead of
the investigation. A model with mid factors listed in Table 1 is used in the validation
and the study of mesh density sensitivity. The mesh density in this model is parame-
terized to the number of elements through the HDPE tube thickness. The rest of
elements sizes are assigned to be within the recommended aspect ratio (<1:5). The
results of the validation and mesh density sensitivity study are shown Fig. 2. Domain
discretization with 20 elements through HDPE thickness is the most compromised
pattern between predicted results and calculation time. This pattern shows deviation
percentage less than 0.02% with 10 s of CPU time.

3 Uniform Design of Experiment

Design of experiment methods are widely used in factors correlations and performance
optimizations of multivariable systems [11]. Fractional factorial design of experiment is
optimally suitable for systems with large number of factors. The Uniform design is an
efficient fractional factorial design [12]. The uniform design is one of the robust space-
filling designs that is significantly important in investigating large engineering
systems [13].

3.1 Design Selection

The domain of each factor of the energy pile system factors is levelled to three levels
(−1, 0, +1). The related values of these levels for each factor are listed in Table 1. The
designs incorporated with 9 factors at three levels (39) can be investigated using
number of simulation experimental runs as low as 9 runs and as high as 51 runs. The
number of runs affect the uniformity discrepancy of the selected design. Figure 3
presents the effect of the number of runs on the discrepancy CD2 of the design Un(3

9)
[14]. The current work uses the uniform designs U27(3

9), U36(3
9) and U51(3

9) with 27,
36 and 51 runs respectively [14].
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3.2 Signal to Noise Ratio

Measured quantities are affected by significant and insignificant factors. Significant
factors produce strong signal while insignificant factors produce noise. Magnification
of the signal to noise ratio emphasizes the effect of each factor on the measured data.
This leads to optimizing the controlling factors for better performance. The signal to
noise ratio in the current work is calculated with the Taguchi larger the better relation
as follows [15];

S=N ¼ �10 log10
1
m

Xm

i¼1

1
C2
p;i

 !
ð7Þ

Fig. 2. Deviation in the predicted energy pile thermal resistance and the CPU calculation times
at different mesh densities showing the pile mesh layouts of; 5, 20, and 35 elements through tube
thickness.
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where;

m: is the number of observations for each factor.
C2
p;i: is the FE predicted thermal conductance of the energy pile at experiment

number i.

Another method to investigate the significance for each factor is the estimation of
the cubic least square regression of the observed data at all experiments. The common
cubic correlation is simply expressed as follows;

Y ¼ a0 þ
X9

k¼1
akxk þ

X9

i¼1

X9

j¼i
bijxixj þ

X9

i¼1

X9

j¼i

X9

k¼j
cijkxixjxk ð8Þ

where;

Y represents a function of the equivalent thermal conductance of the energy pile
including water tubes.
ao, ak, bij and cijk are the correlation coefficients of the cubic model. These coef-
ficients can be calculated using stepwise least square method.
xi represents the controlling factors as shown in Table 2.

The first part is the intercept constant, the second part represents the linear weight
of each factor separately, and the third part represents the cubic and the interaction
between controlling factors in a pair wise manner.

Fig. 3. Effect of number of runs on the uniform design Un(3
9) discrepancy CD2 edited based on

the data published by [14].
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4 Results

4.1 Effect of Factors Means

The current work investigated the energy pile conductance using three designs U27(3
9),

U36(3
9) and U51(3

9) with 27, 36 and 51 runs respectively [14]. Uniform design U51(3
9)

is shown in Table 3, and the other designs are available at the Uniform Design Tables
book [14]. The significance of each factor is measured by calculating the mean thermal
conductance for each factor with all other factors. The three designs have shown
consistent behaviour with the most significant factors as shown Fig. 4. On the other
hand, the less significant factors have shown non-consistent behaviour with the three
designs. The significance of the controlling factors on the mean thermal conductance is
shown in Fig. 5. The most five significant factors with direct proportionality are the
convection heat transfer coefficient “H”, the number of tubes “n”, the pile thermal
conductivity “Kp”, the distance between tubes “S”, and the tube inner diameter “di”,
respectively in significance order. The other four factors are either less significant or
with inverse proportionality.

4.2 Signal to Noise Ratio Measurements

The calculated thermal conductance of the energy pile at the different runs using the
uniform designs of experiment are analyzed using Eq. (7). The significance of the
factors have been better emphasized. The three designs have shown more consistence
results with the Signal to Noise ratio measure than that obtained by the means measure
as shown in Fig. 6.

The three designs have shown that the least significant factors; are tube thickness
“t”, soil thermal conductivity “Ks”, and the tube thermal conductivity “Kt”. The other
factors have shown highest signal to noise ratio at the highest level “+1”. These factors
are the convection heat transfer coefficient “H”, the number of tubes “n”, the pile
thermal conductivity “Kp”, the tube inner diameter “di”, and the distance between tubes
“S” respectively in significance order, as shown in Fig. 6. On the other hand, the pile
diameter has shown the highest signal to noise ratio at level “−1”. This implies that the
thermal conductance of the energy pile is slightly decrease with the increase of the
energy pile diameter.

Table 2. The related factors for each variable in the cubic correlation.

x1 x2 x3 x4 x5 x6 x7 x8 x9
n dp di t S Kp Ks Kt H
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Fig. 4. Effects of each factor separately on the energy pile conductance.
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4.3 Cubic Least Square Model

Using the stepwise least square regression, the coefficients of the cubic Eq. (8) are
calculated using the three uniform designs U27(3

9), U36(3
9) and U51(3

9). As shown in
Fig. 7, the three designs show direct proportionality of the energy pile thermal con-
ductance with the five most significant factors; (H, n, Kp, di, and S) and inverse
proportionality with dp. However, the other three factors are controversial because they
have minor effects. Design U27(3

9) shows dependency of the pile conductance on the
t and Ks, however, the other two designs show no dependency. On the other hand,
design U27(3

9) shows no dependency on Kt, however, the other two designs show
direct proportionality of the pile conductance and Kt as shown in Fig. 7.

4.4 Regression Model Verification

Three cubic regression models have been created from the three designs. To examine
these models, the thermal conductance of a base case with all factors are at mid-level is
calculated. Then each factor is changed to the extreme levels separately whilst other
factors are at the mid-level. The energy pile conductance of these cases are compared to
that predicted by the three cubic regression models. As shown in Fig. 7, the models
achieved by designs U36(3

9) and U51(3
9) are in better correlation with the simulation

experiment results. However, model achieved by design U27(3
9) is slightly deviated.

Fig. 5. Effects and significance of each factor separately on the energy pile conductance.
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Table 3. Uniform design U51(3
9) [14].

Exp. n dp di t S Kp Ks Kt H Pile cond. Cp

1 1 1 1 1 1 0 −1 −1 1 16.8501
2 0 1 −1 0 1 −1 0 1 1 6.3859

3 1 −1 1 1 −1 0 1 0 0 10.4425
4 0 −1 1 −1 0 1 −1 −1 −1 4.0793
5 −1 0 0 1 1 −1 1 0 1 4.1772

6 −1 1 0 1 0 −1 1 1 0 2.9434
7 1 0 0 −1 −1 1 1 −1 1 11.5765

8 0 0 0 0 0 0 0 0 0 8.3735
9 0 0 0 1 1 −1 −1 −1 0 6.3752
10 0 1 −1 −1 0 1 1 0 1 9.8099

11 0 1 0 1 −1 1 −1 0 −1 2.9456
12 0 1 1 0 −1 −1 1 −1 1 4.8182

13 1 1 0 1 1 1 0 1 0 16.6359
14 0 0 0 0 0 0 0 0 0 8.3735
15 −1 0 0 1 −1 0 0 −1 −1 1.406

16 −1 −1 1 0 1 1 1 0 1 10.1626
17 1 1 1 0 0 1 0 0 0 15.3738

18 0 0 1 1 1 1 1 0 −1 4.3231
19 0 −1 0 0 0 0 0 −1 1 10.0505
20 1 −1 0 0 −1 −1 −1 0 1 6.6228

21 1 0 1 −1 0 −1 0 0 1 9.4316
22 −1 0 −1 0 −1 1 1 1 0 3.8853

23 1 0 −1 −1 1 1 −1 0 0 12.8852
24 −1 0 −1 −1 0 −1 −1 −1 1 2.7331
25 −1 1 1 0 1 −1 −1 0 −1 1.6183

26 −1 0 1 1 0 1 −1 1 1 8.1579
27 −1 1 −1 0 1 1 0 −1 −1 1.0582

28 1 −1 0 −1 1 −1 0 −1 −1 4.3068
29 1 1 −1 1 0 −1 1 −1 −1 2.5104
30 −1 1 0 −1 1 0 1 −1 0 4.0124

31 0 1 1 0 0 0 1 1 −1 3.672
32 1 −1 0 0 0 1 1 1 −1 4.761
33 1 −1 −1 0 0 −1 −1 1 0 7.1593

34 −1 1 1 −1 −1 1 0 −1 0 5.1449
35 0 0 −1 −1 1 0 0 0 −1 2.1749

36 0 −1 −1 0 1 0 1 −1 0 7.1671
37 0 −1 1 1 −1 −1 0 1 −1 3.0084
38 1 1 −1 −1 −1 0 0 1 −1 2.7471

39 −1 −1 1 −1 −1 0 0 1 1 6.6467
40 0 1 0 −1 −1 −1 −1 1 0 4.2251

41 −1 −1 −1 −1 −1 −1 1 0 −1 0.9637
42 −1 1 −1 0 −1 0 −1 0 1 3.8843
43 1 −1 −1 1 0 1 0 0 1 15.8726

44 1 0 1 0 −1 0 −1 −1 −1 4.4323
45 0 −1 0 −1 1 1 −1 1 1 17.7434

46 −1 0 0 −1 0 0 −1 1 −1 1.5073

(continued)

Optimization of Energy Pile Conductance Using Finite Element 261



Table 3. (continued)

Exp. n dp di t S Kp Ks Kt H Pile cond. Cp

47 −1 −1 −1 1 1 0 −1 1 −1 1.0998

48 0 −1 −1 1 −1 1 −1 −1 0 6.1027
49 1 0 1 −1 1 −1 1 1 0 12.7236
50 1 0 −1 1 −1 0 1 1 1 8.5339

51 −1 −1 1 1 0 −1 0 −1 0 3.913

Fig. 6. Signal to noise ratios of the energy pile thermal conductance predicted at different
uniform designs runs.
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Fig. 7. Predicted energy pile conductance using the cubic regression models and FE
experiments.
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Table 4. Maximum conductance achieved by each design and the optimum factors for all cases.

U27(3
9) U36(3

9) U51(3
9) Opt.

Number of tubes (n) +1 +1 0 +1
Pile diameter (dp) −1 +1 −1 −1
Tube inner diameter (di) +1 0 0 +1
Tube thickness (t) −1 −1 −1 0
Distance between tubes (S) +1 +1 +1 +1
Pile thermal conductivity (Kp) +1 +1 +1 +1
Ground thermal conductivity (Ks) −1 0 −1 0
Tube thermal conductivity (Kt) 0 0 +1 +1
Heat transfer coefficient (H) 0 +1 +1 +1
Energy pile thermal conductance (Cp) 24.4 21.33 17.75 34.52

Table 5. Maximum thermal conductance verification.

264 K. Ahmed et al.



4.5 Optimized Thermal Conductance

Each of the uniform designs have shown different maximum conductance within the
investigated combinations. The combinations related to the maximum conductance for
each design is shown in Table 4. By using the three measures; mean of means, Signal to
noise ratio, and cubic regression model, applied to the three designs U27(39), U36(39),
and U51(39) we can optimize the energy pile factors for maximum thermal conductance
to the values shown in Table 4. The energy pile with these configurations has achieved
thermal conductance of 34.52 W/m.K. To examine this result, a set of 27 simulation
experiments is carried out with the optimum combination achieved as base combination.
Then each factor is examined separately whilst keeping the other factors at the optimum
value. As shown in Table 5, the optimum combinations shows the maximum energy pile
conductance in almost all cases. A slight increase (<2%) is observed with choosing
thicker tube. This test also shows that using Stainless steel tube (K = 16 W/m.K) instead
of HDPE tubes (K = 0.5 W/m.k) increases the pile conductance (27%). However, using
galvanized steel (K = 32 W/m.K) increases the pile conductance (1.7%). It is worth
noting that these results are limited to the investigated boundaries of each factor.

5 Conclusions

Energy piles are crucial member of GSHP system to reject or pump heat into ground to
reduce the consumption of fossil fuel and CO2 emission. The efficiency of the energy
pile increases with the increase of its steady state thermal conductance. The current
work present a statistical approach to define the optimum condition with the least
number of experiments using uniform design. Uniform design U36(39) has shown
acceptable level of error with significantly low number of experiments. The maximum
energy pile steady state thermal conductance is achieved with the highest number of
tubes, largest tube diameter, largest distance between tubes, highest pile thermal
conductivity and highest heat transfer coefficient. Although, smaller pile diameter
slightly increase the energy pile thermal conductance, the constructional limitation
might stand against reducing these factors with slight insignificant decrease in the
energy pile thermal conductance.
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Abstract. This work investigates the feasibility of using a solar spectral radiation
model SMARTS2 to estimate the global, beam and diffuse solar irradiance and
assess the influence of variation seasonal on the conversion efficiency of the c-Si-
HJ solar cell. The variation of the common performance indicators such as short
circuit current, fill factor, open circuit voltage, and efficiency are shown and
discussed for each month and under different solar compounds. The results show
that the variations in the solar spectrum affect this device to a different extent. For
global and beam irradiance, the maximum efficiency is obtained in the summer
months, however, the lower efficiency is obtained during winter. On the other hand,
in the diffuse solar irradiance, the maximum efficiency is found in the winter months
whereas the lower efficiency is obtained in summer months.

Keywords: c-Si-HJ solar cells · Season variation · Spectral effects · Performance
SMARTS model

1 Introduction

Manufacturers report photovoltaic module power output at standard testing conditions
(STC), which correspond to 1000 W/m2, 25 °C, air mass 1.5 and normal incidence. In
real operating conditions, the module output is strongly affected by various environ‐
mental conditions such as irradiation intensity, temperature, and spectral effects.
Furthermore, the impact of each climatic factor on the energy production varies
according to the module technology in use.

The spectrum of incident irradiance has become an important factor in the perform‐
ance of photovoltaic devices since many emergent thin film technologies are highly
spectrally selective. This can give rise to significant variations in performance as the
spectrum changes. Such variation occurs on a daily and a seasonal basis, in a manner
and magnitude determined by location and local atmospheric parameters.

The variations of the conversion efficiency of the different solar cell are the result of
a superposition of several effects [1–3]. The increasing operating temperatures may
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provoke an annual effect of the light-generated defects. This makes the performance of
photovoltaic solar module higher in summer than in winter [4–7]. In summer the sun
appears to be high in the sky, the sunlight travels less through the earth’s atmosphere and
suffers fewer scattering losses. The losses are most significant in the short wavelength
range. The resulting better spectral matching in summer leads to increased short-circuit
current in the device and therefore to increased performance [8]. The efficiency of a solar
module increases with the irradiance when the series resistance is small enough [9].

The spectral effect on the performance of the different photovoltaic devices is not yet
quantified on a large scale because of the difficulty to obtain spectral solar measure‐
ments. Therefore, it is rather important to elaborate methods to quantify this effect on the
different types of solar cells performance.

Crystalline silicon (c-Si) solar cells have a lifetime reliability and high performance
[12]. Amorphous silicon/crystalline silicon (a-Si: H/c-Si) heterojunction solar cells are also
interesting because their structures have developed and achieved a high conversion effi‐
ciency. Moreover, the low-temperature coefficients of crystalline silicon heterojunction (c-
Si-HJ) solar cells, when suitably applied in a high-temperature environment, have resulted
in higher energy yields when compared to conventional c-Si homojunction solar cells.

Setif is located in Algeria, at approximately 1.080 km above the sea level, its dry
Mediterranean climate is characterized by a dry and hot summer during June August,
whilst its winters are cool and somewhat moist during December March. Furthermore, the
summer is fairly hot where extreme heat waves are common around the month of July
where temperatures can sometimes even reach 40 °C. However, the humidity is lower,
besides, it’s hotter during the day and cooler at night. Winter is rather cold, especially
when cold air masses prevail, which can at times bring even snow and frost. Due to Setif
location on the High Plateaus, it one of the coldest regions during winter in Algeria.

This paper aims to investigate the performance of c-Si-HJ solar cell due to the influence
of spectral irradiance throughout the year in Setif (Algeria) climate using the spectral model
SMARTS 2 for clear skies considering the measured spectral response of this solar cell.

2 Calculation Procedure

2.1 Spectral Solar Irradiance Calculation

A large range of atmospheric radiation models has been elaborated by different authors
for calculating the spectral solar irradiation [10]. Several of these models have been
developed by various climate research centers and are highly complex numerical models
utilizing the satellite observations as inputs. A physical spectral model is proposed by
Gueymard [11] and called SMARTS2 (Simple Model of Atmospheric Radiative Transfer
of Sunshine) is introduced here to examine the seasonal variation on the thin film solar
cells output. It can be used in a variety of applications to predict full terrestrial spectra
under any cloudless atmospheric condition. It gained acceptance in both the atmospheric
and engineering fields due to its low number of inputs, ease of use, to its versatility,
execution speed, and various refinements. It can calculate punctual estimations of spec‐
tral irradiances using as input parameters the local geographic coordinates, atmospheric
water vapor content, atmospheric pressure and aerosol optical thickness.
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SMARTS2 is used to generate the global component of the solar spectra for the site
of Setif (36.18 °N, 5.41 °E and 1081 m) which is characterized by a clear sky most of the
time. The calculations are for a horizontal surface at noon time for the typical meteoro‐
logical day of each month (approximately the 15th day of each month) of the year. The
inputs we introduced in the model are water vapor content, atmospheric turbidity, noon‐
time, albedo, altitude, longitude, latitude, and aerosol model and reference atmosphere.

2.2 Spectral Solar Irradiance Calculation

The fill factor and the conversion efficiency λ of the solar cell are associated through:

𝜂 = FF
Voc Isc

Pi S
(1)

where Pi is the incident irradiation in W/m2 and is given by:

Pi =

∞

∫
0

E(𝜆) d𝜆 (2)

with E (λ) is the spectral irradiance, S is the area of the device, Isc is the short circuit
current and Voc is the open circuit voltage.

The fill factor FF is defined as [12]:

FF =
voc − ln

(
voc + 0.72

)

voc + 1
(3)

where:

voc =
Voc

n

(
kT

q

)
(4)

The open circuit voltage is given by:

Voc = n
kT

q
ln
(

Iph

Is

+ 1
)

(5)

The photocurrent has been taken directly as the short circuit current according to the
approximation Iph = ∣Isc∣.

The ideality factor, n, the saturation current, Is, and the parasite resistances (series
and shunt) are computed from the I–V characteristics using an approach which involves
the use of an auxiliary function and a computer-fitting routine. The short circuit density
Jsc of the device, which is the value of the photocurrent density [12], is directly linked
to the spectral irradiance E (λ) and can be calculated as:
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Jsc = ∫ E(𝜆) SR (𝜆) d𝜆 (6)

where E (λ) is the energy of the incident light and SR (λ) is the measured spectral response
at the given wavelength, λ.

Figure 1 shows the measured spectral response of the different thin film solar cells
considered in this study. It is clear that this technology has a specific spectral response
and, associated with this, an effective spectral range.

Fig. 1. The measured spectral response of c-Si-HJ solar cell [13]

3 Results and Discussion

Figures 2, 3 and 4 show clear-sky spectra for different months of the seasons at noontime in
Setif (Algeria). All compounds of solar irradiance (direct, global and diffuse) show monthly
spectral variations which correlate strongly with the observed efficiency of this solar cell. It
is apparent from these figure that the global and beam solar irradiance becomes higher in the
summer months due to the higher elevation of the sun and subsequent lower air mass and
by elevated diffuse component over the direct, resulting in a greater proportion of the irra‐
diance being absorbed by the solar devices whereas the lower solar irradiance in Setif in
winter is likely due to higher air mass. An increase observed from November to December,
can be linked to the advent and upsurge of dust in December while the slight reduction of the
value in January, is due to a decline in atmospheric turbidity during the month compared to
December. Linked to the fact that while February, was a relatively clear-sky month and
March, an appreciably clear sky month with little cloudiness, subsequent months witnessed
considerable cloudiness which sometimes resulted into rainfall.
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Fig. 2. Beam spectral irradiance as a function of wavelength for different months of the seasons
at noontime

Fig. 3. Global spectral irradiance as a function of wavelength for different months of the seasons
at noontime

Seasonal Variations of Solar Radiation 271



Fig. 4. Diffuse spectral irradiance as a function of wavelength for different months of the seasons
at noontime

In the majority of the solar cell, the efficiency of the transformation of light into
electricity depends directly on the irradiation. It is clear that the devices will operate
with a higher efficiency in summer rather than in winter.

The spectral distribution of global solar irradiance for each month has been calcu‐
lated. Then we have translated the performance changes into output power changes for
this cell.

The monthly variations of the efficiency for the c-Si-HJ solar cell under diffuse,
global and beam irradiance are presented in Figs. 5(a), 5(b) and 5(c). These depict
average efficiency data plotted versus month, for a horizontal surface at noon time for
the typical meteorological day of each month (approximately the 15th day of each
month), for the c-Si-HJ solar cell. It can be seen that changes in the incident solar spectral
irradiance are responsible for the majority of the seasonal variation in the different
materials and to different extents. The maximum efficiency of the c-Si-HJ device is seen
in the summer months, whereas in the winter months, a significant reduction in the
efficiency is seen for this device for global and beam solar irradiance respectively. This
could be expected, as the average AM is significantly higher than 1.5. However, the
maximum efficiency of the c-Si-HJ device is seen in the winter months, while in the
summer months a significant reduction in the efficiency is seen for this device for diffuse
solar irradiance.
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(a)

Fig. 5a. Monthly variations of the efficiency of the c-Si-HJ solar cell under diffuse spectral
irradiance

(b)

Fig. 5b. Monthly variations of the efficiency of the c-Si-HJ solar cell under global spectral
irradiance
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(c)

Fig. 5c. Monthly variations of the efficiency of the c-Si-HJ solar cell under global spectral
irradiance

The variations of the performance of c-Si-HJ solar cell under global, direct and
diffuse solar irradiance are shown in Tables 1, 2 and 3. As illustrated, c-Si-HJ shows an
unusual performance variation in the course of the year in that they typically obtain
maximum cells parameters in the summertime, when the air mass is lowest. There is a
small variation in FF with changing spectrum solar of irradiance. A similarly weak trend
was observed for Voc. During the summer months increases the solar flux leads to an
increase in Voc, whereas in November, December, and January Voc decreases as the
sunlight of the device is gradually decreased. This reinforces earlier research that spec‐
tral effects on efficiency are primarily due to changes in Isc as expected from changes
in the spectral radiation. The absolute influence of varying solar spectrum is mainly
dependent on the band gap of the material. A significant difference in the performance
of the c-Si-HJ solar cell is observed under different solar compounds.

Table 1. Spectral effect on the c-Si-HJ solar cell parameters for global irradiance

Month Jsc (mA/cm2) Voc (V) FF
January 4.972 0.600 0.7503
February 10.223 0.631 0.7588
March 18.807 0.658 0.7650
April 28.089 0.676 0.7697
May 33.386 0.683 0.7715
June 34.358 0.685 0.7718
July 32.396 0.682 0.7712
August 29.013 0.677 0.770
September 24.605 0.604 0.7683
October 18.808 0.658 0.7655
November 11.591 0.637 0.7602
December 5.981 0.684 0.7525
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Table 2. Spectral effect on the c-Si-HJ solar cell parameters for beam irradiance

Month Jsc (mA/cm2) Voc (V) FF
January 4.6179 0.597 0.7494
February 9.81804 0.6301 0.7583
March 18.37647 0.6576 0.7653
April 27.64883 0.6755 0.7695
May 32.94482 0.6832 0.7713
June 33.91953 0.6845 0.7716
July 31.96092 0.6819 0.7710
August 28.57861 0.6769 0.7699
September 24.17123 0.6696 0.7682
October 18.37918 0.6576 0.7653
November 11.18006 0.6358 0.7598
December 5.61135 0.6056 0.7518

Table 3. Spectral effect on the c-Si-HJ solar cell parameters for diffuse irradiance

Month Jsc (mA/cm2) Voc (V) FF
January 0.3541 0.4844 0.7123
February 0.4049 0.4903 0.7146
March 0.4314 0.4931 0.7156
April 0.4410 0.494 0.716
May 0.4412 0.494 0.716
June 0.4382 0.497 0.7159
July 0.4357 0.4935 0.7158
August 0.4347 0.4934 0.7157
September 0.4430 0.4933 0.7157
October 0.4293 0.4928 0.7155
November 0.4112 0.491 0.7148
December 0.3696 0.4863 0.713

4 Conclusion

The main purpose of this paper is to know how c-Si-HJ solar cell performs under possible
spectral solar irradiance variations throughout the year. As there are not many meas‐
urement systems in the word for spectral irradiance, modeling global, diffuse and direct
solar spectral is very significant for c-Si-HJ devices. This can be done by clear sky
models such as SMART especially for developing countries where it is difficult to afford
equipment and techniques involved.

The results show that c-Si-HJ solar cell illustrates an unusual performance variation
in the course of the year in that they typically obtain maximum cells parameters in the
summertime when the air mass is lowest for global and direct solar irradiance. There is
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a small variation in FF with changing spectrum solar irradiance. A similarly weak trend
was observed for Voc.

The work has clearly demonstrated that the chosen approach is suitable for the
modeling spectral effects on solar devices. Further work is required to point out
combined measured seasonal variations especially temperature effects on this device at
various geographical locations.
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Abstract. This paper develops advanced controls to improve wind turbines
ancillary services. Different controls are proposed to enhance the reactive power
capabilities of a permanent magnet synchronous generator (PMSG). Recently,
due to their substantial energy integration into power systems, wind power
plants have to comply with Grid Code Requirements (GCR) set by power
system operators. Voltage Ride Through (VRT) is one of the most important
GCR of the Tunisian Power System Operator “STEG” (SociétéTunisi-
enned’Electricité et de Gaz). The developed controls enable wind turbines
reactive power production or absorption based on two hierarchical control
signals emanating from the dispatching, or from voltage regulation controller at
the Point of connection (Poc). The ramp up and down rates in reactive power
absorption or supply must comply with the GCR. A recent control concept
named synchronverter is used to control the reactive for compliance with the
Tunisian GCR. With both Voltage Oriented (VOC) and synchronverter controls,
the desired wind plant reactive capabilities are achieved with or without suffi-
cient wind velocity. Thus, wind turbines are able to operate as static syn-
chronous condensers (STATCOMs) under the so called “WindFree-Reactive
Power” Control.

Keywords: Wind power � Ancillary services � Grid code requirements
Synchronverter control � Voltage oriented control � STATCOM

1 Introduction

Recently, the role of wind energy is becoming vital in the world’s energy markets as
the growth rate gets faster. By the end of 2016, the worldwide wind installed capacity
has reached 486,661 MW, with a growth rate of 11.8%. (54,846 MW installed in the
year 2016). By the end of 2016, 5% of the world’s electricity demand is generated by
wind turbines [1]. Parallelizing this growth, new operational challenges have intrigued
power system grid operators concerning voltage regulation of the grid. Indeed, under
substantial wind energy integration, large amounts of reactive power need to be
recovered in response to large voltage excursions such as in short-circuit post fault
conditions. Wind power plants are required to stay connected and withstand specific
voltage profiles, known as Low Voltage Ride Through (LVRT) or High Voltage Ride
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Through (HVRT) [2, 7]. Further requirements on grid reactive power supports have
been set by power system operators in many countries, including Tunisia [3].Wind
turbines are required to absorb or supply reactive power with maximum ramp up and
ramp down rates dictated by the Grid Code. A hierarchical control scheme comprises
two levels: A control signal issued from the dispatching constitutes the primary control,
assuring global voltage control. The secondary control level is local, where the reactive
power setpoint is based on the voltage at the wind power plant Poc (Fig. 1). Under such
scheme, priority is for reactive power settings coming from the Dispatching, as indi-
cated in Fig. 1. In low wind power conditions, reactive power capabilities may be
achieved by operating the wind plant as a STATCOM, realized with both voltage
oriented and synchronverter controls. The latter control method is based on the concept
of synchronverter, where the grid side inverter emulates the mathematical model of a
conventional synchronous generator [9–11]. Both control methods assure participation
of wind turbines in reactive power regulation, as well as STATCOM operation in zero
wind power conditions. Such “WindFree-Reactive Power” operation of wind turbines
has been used in wind power plant controls, provided by General Electric [12].

Wind power plant controls presented in this paper coordinate the behaviors of the
wind turbines to meet the grid code requirements and to get close to the ancillary
services of synchronous machine. Different control loops are developed in order to
guarantee reactive power support of the grid, while respecting the Grid Code
requirements.

2 Wind Power System Description

The studied system shown in Fig. 2 is based on a permanent magnet synchronous
generator (PMSG). The wind generator is connected to the grid via two power con-
verters linked by a DC bus. The machine side converter is a diode bridge followed by a
DC/DC chopper, while the grid side converter is based on an IGBT Pulse Width.

Fig. 1. Control hierarchy of wind power plant
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Modulation (PWM) control. The grid side converter controls the DC bus voltage and
the reactive power exchanged with the grid, by two control methods: voltage oriented
control, and synchronverter based control. The machine-side converter controls the
machine torque and its rotational speed. The nominal power is generated for a nominal
wind speed. The active power produced by the turbine is given by [2]:

Pm ¼ 1
2
Cp k; bð ÞqSV3 ð1Þ

Where:
Cp: power coefficient; V: wind speed; k = RX/V: tip speed ratio (with R: length of
blade; X: turbine speed); b: pitch angle; q: air density [kg/m3]; S: area swept by wind
turbine blades.

3 Grid Code Requirements

3.1 Low Voltage Ride Through Profile

In case of a grid voltage deviation resulting from large load changes or grid faults, wind
generators are required to fulfill the LVRT. Power grid operators developed grid codes
by specifying the desired LVRT behavior to maintain the grid voltage stability and avoid
its collapse. It is worth noting that grid code requirements were originally developed for
synchronous generators in conventional power plants. For the recent GCRs, they involve
wind turbine generators which characteristics differ from the conventional ones. In the
Tunisian Grid Code [3], renewable energy power plants of generation capacity greater
than 1 MW must remain in operation when a voltage dip appears at the wind plant
connection point Poc as shown in Fig. 3. For asymmetric faults, the curve is applied to
the lowest voltage of the three phases. After a disturbance, renewable energy power
plants have to contribute to the grid restoration of its normal operating conditions in
voltage and frequency. Active power ought to be restored within a maximum time not
exceeding the second, after voltage restoration.

Fig. 2. Structure of a wind power system based on a Permanent Magnet Synchronous Generator
(PMSG). P: active power, f: frequency, X: rotational speed, b: pitch angle, Vdc: DC bus
voltage,Idc: DC bus current
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3.2 Reactive Power Management

Reactive power supply or absorption for wind and photovoltaic systems are constrained
by operating limits which depend on their active power generation. For the
Tunisian GCR, these limits in HV or MV grids are expressed by the power factor under
nominal voltage Un, as depicted in Fig. 4. In addition, the power plant’s installation
equipment such as cables, shall not limit the reactive power availability at the con-
nection point. In the Tunisian Grid Code, failure to comply with reactive power
requirements may result in a restriction of active power generation output. On the other
hand, reactive power shall be supplied in response to the grid disturbances. Its control
setting may target a desired operating power factor cosu, a reactive power reference
value Q, or a desired Poc voltage set point. For instance, wind or photovoltaic plants
connected to the Tunisian (STEG) HV grid should be capable of providing or
absorbing reactive power over the entire allowed steady-state voltage range (93%
Un < U < 107% Un), which corresponds to a minimum of 0.95 power factor “lag to
lead” at the Poc. For voltage levels greater than 107% or less than 93%, the reactive
power limits could be reduced according to the diagram depicted in Fig. 5.

Fig. 3. Under-voltage during which the Renewable Power Plants must remain in service [3]

Fig. 4. Reactive power operating limits function of the active power (U = Un) for an HV or MV
connection point for renewable energy plants [3]
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4 Reactive Power Management with Vector Control

4.1 Grid Side Converter Control

The grid side converter ensures a dual function of interfacing the wind turbine to the
grid while independently controlling active and reactive powers for a reference power
factor, for all wind speeds. The vector control using PI control loops is required
(Fig. 6).

Direct and quadrature currents are regulated by PI controllers in the inner control
loop. The DC voltage is stabilized at the reference value by the DC-voltage PI con-
troller [4]. The relationship between grid inverter voltages and line currents is:

Fig. 5. The limits of reactive power function of voltage at the Poc according to [3].

Fig. 6. Grid side converter control strategy (VOC)
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With ea; eb; ec are the voltages at the inverter system output, ia; ib; ic are the line cur-
rents, va; vb; vc are the grid voltage components, Rf is the filter resistance, and Lf : filter
inductance. The model for the grid-side converter is expressed by [5]:

vq ¼ eq � Rf iqf � Lf
diqf
dt

� xLf idf ð3Þ

vd ¼ ed � Rf idf � Lf
didf
dt

� xLf iqf ð4Þ

where vd , vq: voltage components in d–q reference frame, ed; eq : inverter voltage
components in d–q reference frame, idf ; iqf : grid current in the d–q reference frame.
x ¼ 2fis the grid angular frequency detected by the Phase Locked Loop (PLL) and
used for the abc/dq transformation and synchronization. The rotating reference frame
shown in Fig. 7 is used in the vector control. The instantaneous active and reactive
powers are expressed by:

Q ¼ 3
2

vdiqf � vqidf
� � ð5Þ

P ¼ 3
2

vdidf � vqiqf
� � ð6Þ

As the Vector Control scheme used is based on a synchronously rotating reference
frame as shown in Fig. 7, then:

Vd ¼ V ð7Þ

Vq ¼ 0 ð8Þ

Therefore, (3) and (4) can be expressed by:

Lf
didf
dt

¼ ed � Rf idf þxLf iqf � V ð9Þ

Lf
diqf
dt

¼ eq � Rf iqf � xLf idf ð10Þ

Using (5) and (6), active and reactive powers are expressed by:

P ¼ 3
2
Vidf ð10Þ

282 I. Karray et al.



Q ¼ 3
2
Viqf ð11Þ

4.2 Voltage Regulation and Q-ramp Control Loop

Generating electricity with variable power factors helps reducing the cost of adding
capacitors for reactive power support. Such advantageous operation is sought from
both distributors and producers [6]. A reactive power control loop is implemented
using PI controllers (Fig. 8). The reactive power control must comply with the
Tunisian GCR. Injecting or absorbing reactive power to support the grid voltage must
be controlled with ramp up and ramp down. The limits of these ramp up and downs are
also mentioned in other operators GCRs [7, 8].

4.3 Control Implementation for STATCOM Operation

For low wind speeds ðPactive ¼ 0Þ, the wind power plant could be operated as
STATCOM to regulate reactive power interchange with the grid. The control structure
of a STATCOM consists of a double control loop, as indicated in Fig. 11. The active
current reference id ref and reactive current reference iq ref are calculated by the
external control loop to control the active and reactive power exchange (Fig. 9).
Controlling the active power allows controlling the DC bus voltage. The reference
reactive current is calculated to keep the DC bus voltage constant. For reactive power,
two control strategies are used: power factor control and voltage control. The power
factor is controlled at the point of connection to the grid to a reference value suggested
by the GCR, or imposed by the dispatching. The power factor is maintained at a
reference value by an integral proportional corrector. The voltage at the point of
connection to the grid is maintained at a reference value by injecting or absorbing

Fig. 7. abc axis and rotating d,q reference frame

Fig. 8. abc axis and Reactive power control loop
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reactive power [12]. The voltages are calculated by the internal control loop for the
pulse width modulation PWM which determines the opening and closing signals of
IGBTs. The structure of the internal current control loop is shown in Fig. 10 [4].

Fig. 11. Control diagram under STATCOM operation

Fig. 9. External control structure

Fig. 10. Internal control structure
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5 Reactive Power Management with Synchronverter Control

5.1 The Concept of Synchronverter

A synchronverter is an inverter that mimics the synchronous generator. The control of
the inverter is based on emulating the mathematical model of a synchronous generator
[9, 10]. The structure of the three phase rotor of a synchronous machine is shown in
Fig. 12. The stator and rotor windings in the abc frame lead to a self-inductance L and a
mutual inductance (−M). The field winding can be viewed as a concentrated coil
having a cyclic inductance Ls [9]. The phase voltages vector is:

Va;b;c ¼ �Rsia;b;c � Ls
dia;b;c
dt

þ ea;b;c ð13Þ

Where ia;b;c ¼ ½ia; ib; ic�T is the stator phase current vector, Ls is the stator cyclic
inductance and Rs is the stator windings resistance [11].

The mutual inductance between the stator coils and the rotor coils changes with the
rotor angle as follows (Mf [ 0Þ:

Maf ¼ Mf cos h

Mbf ¼ Mf cos h� 2p
3

� �
ð14Þ

Mcf ¼ Mf cos h� 4p
3

� �

ea;b;c ¼ ½ea; eb; ec�T is the back emf vector which can be expressed by:

Fig. 12. Scheme of the Synchronverter Concept: emulation of synchronous machine (on the
left) by three phase PWM inverter (on the right)
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ea;b;c ¼ Mf if _hgsin h �Mf
dif
dt

gcos h ð15Þ
Where:

gsin h ¼
sin h

sin h� 2p
3

� �
sin h� 4p

3

� �
2
4

3
5 and gcos h ¼

cos h
cos h� 2p

3

� �
cos h� 4p

3

� �
2
4

3
5

h is the rotor angle and if is the rotor excitation current. The mechanical equation of the
synchronous machine is expressed by:

Jr€h ¼ Tmr � Ter � Dpr
_h ð16Þ

Where Jr is the moment of inertia of both generator and turbine, Tmr is the mechanical
torque, Ter is the electromagnetic torque, and Dpr is a damping factor. Ter can be
expressed by:

Ter ¼ Mf if ia;b;c; gsin hD E
ð17Þ

where : ; :h i is the conventional inner product in R3.
The real and reactive powers generated by the synchronous machine are given

respectively by (18) and (19):

P ¼ _hMf if ia;b;c; gsin hD E
ð18Þ

Q ¼ � _hMf if ia;b;c; gcos hD E
ð19Þ

The development of the concept of the synchronverter is based on (13) to (19) equa-
tions. This concept consists of controlling the inverter similarly to conventional syn-
chronous generators [10, 12].

5.2 Synchronverter Operating as STATCOM

The basic principles of rotational synchronous generator and STATCOMs operating as
reactive power compensators are similar. Nonetheless, most control methods proposed
to control STATCOM do not take into consideration the mathematical model of syn-
chronous machines [11]. In [11], there is a trend to use the characteristics of a syn-
chronous machine when the grid side inverter is operating as a STATCOM. In this
case, the grid considers the converter as a synchronous machine operating in com-
pensating mode. The synchronverter control enables reactive power regulation capa-
bilities for zero active power generation. Thus, the grid side inverter operates as a
STATCOM under “WindFree Reactive Power Control” [12]. The controller shown in
Fig. 13 is proposed. It is composed of two regulators: The first regulates the DC
voltage Vdc to keep itconstant. The second regulates the reactive power absorbed or
generated by the inverter to a reference value Qref [11].
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6 Simulation Results

6.1 Reactive Power Control

A variable wind speed is applied as shown in Fig. 14a. We depict from Fig. 14b, that
the nominal active power (1 pu) is generated at nominal wind speed valued at 15 m/s.
For wind speeds above nominal, the active power is curtailed at 1 pu.

Fig. 13. STATCOM control loop with synchronverter concept

Fig. 14. (a) Wind profile. (b) Generated active power
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6.1.1 Local Control
For this test, the grid voltage at the Poc is affected by a very fast transient increase (+0.2
pu) at t = 50 s (Fig. 15a) due to an important loss of load. As a response, the reactive
power output of the wind plant switches from Q = 0 to Q = −0.45 pu (Fig. 15b). Thus,
the wind turbines absorbed reactive power to bring the Poc voltage within the
acceptable range. On the other hand, Fig. 16b shows reactive power injection at the
point of connection in case of a Poc voltage drop of 4% (DV_POC = −4%) (Fig. 16a)
and where the wind power plant provides the grid with reactive power.

6.1.2 Global Control
In order to verify the hierarchy between local and global controls, it is essential to
check that the global control loop prioritizes the local one. That is, once a reactive
power reference value Qref is received from the Dispatcher, local voltage controls are
terminated. The wind power plant will operate under the Q Dispatching requirement.
Figure 17 shows the reactive power delivered by the power plant following an order
received from the Dispatching which requires an operation with Q = 0 (cos u = 1),
regardless of the voltage value at the Poc, which is successfully achieved.

6.2 Emergency Disconnection and P–Q Ramp Control

The wind turbine is controlled for emergency disconnection (for example, in storm
situations). This is an important security function that must be guaranteed. To test this
function, a dispatching command is applied at t = 40 s. The Tunisian grid code requires
a ramp down of 10% for both active and reactive powers. Figures 18 and 19 depict that
the ramp downs are respected according to the GCR for both active and reactive powers.

Fig. 15. (a) Grid voltage transient, (b) resulting reactive power response
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Fig. 16. (a) Drop of the Poc grid voltage, (b) resulting reactive power response

Fig. 17. Response of power plant reactive power during a variation in Vpoc reference under the
Dispatching order: Q = 0.

Fig. 18. Active power ramp down controlled
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6.3 STATCOM Operation with VOC and Synchronverter Controls

In this section, the control loops described ahead have been tested under zero wind
speed (Active power is set to zero).First, a voltage increase is applied to the Poc at
t = 50 s. The reactive power responses from STATCOM operation with voltage ori-
ented control and synchronverter control are shown in Fig. 20. With both controls, the
reactive power decreases from 0 pu to −0.38 pu at t = 50 s; but, the synchronverter
control response was faster and without overshoot. Then, we apply a decrease in the
grid voltage at t = 50 s. The resulting reactive power responses under vector control
and synchronverter control are shown in Fig. 21. They both increase at t = 50 s from 0
to 0.35 pu, with the same performances as the previous case.

Fig. 19. Reactive power ramp down controlled

Fig. 20. Response of reactive power in STATCOM operation for a voltage increase

290 I. Karray et al.



7 Conclusions

In the present paper, advanced controls have been elaborated and implemented to
improve the wind plant participation in the grid ancillary services. The wind power
plants are required to support the grid with reactive power in case of voltage deviations
or grid faults. Reactive power management of power plant has to comply with the grid
code requirement specific to each country. The purpose of these requirements is to
ensure the reliability and the stability of the electrical power grid.

In this work, reactive power control loops using PI controllers are developed for a
system based on a Permanent Magnet Synchronous Generator. The ramp up and the
ramp down for both active and reactive power have been taking into account as
required by the Tunisian Grid Code. The hierarchical control, tested in this paper, gives
the priority to the dispatching orders.

The recent concept of the synchronverter has successfully been used to control the
grid side converter with a mathematical model similar to the synchronous generator
one. The “free wind” reactive power capability of the modern wind power plant has
been successfully tested in this paper, where the wind plant operated as a STATCOM.
The regulation of reactive power as well as the voltage of wind plant connection have
been successfully tested with two types of controls: VOC and Sychronverter. Better
performance was shown by the last control. The simulation results have confirmed the
respect of the hierarchy of controls by the priority given to the dispatching orders. In
addition, voltage and reactive power regulations have complied well with the grid code
requirements established by the power system operator.
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Abstract. This paper investigates the issue of forced oscillations caused by wind
power fluctuations and their damping by standards power system controls. The
purpose is twofold: First, we study the difference between variable-speed and
fixed speed wind turbine generators in inducing forced oscillations and causing
resonance. Second, we demonstrate how standards power system controls can
damp these forced oscillations and avoid the resonance in power systems. Modal
analysis, frequency domain analysis and general forced oscillation mechanism
(GFO) are performed to study this issue. The study is applied on four-machines
two areas power system. The results demonstrate that power system controls
damp forced oscillations and shift the frequencies of these oscillations far away
from the dominant frequency band of wind power generation.

Keywords: Forced oscillations · Power system controls · Modal analysis
Variable speed · Wind power generation fixed speed

1 Introduction

1.1 General Information

The resonance is a well known phenomenon in physics. It is the tendency of a system
to oscillate with greater amplitude at some frequencies than the others. Indeed, an
external periodic disturbing force with a frequency at one of the natural system frequen‐
cies of poorly damped modes will lead to resonance [1]. Many studies investigated the
forced oscillation mechanism in power systems. They point out that forced oscillations
can emerge when power system is perturbed by periodic disturbances at frequencies
close or equal to natural frequencies of system modes [2]. Such oscillations have been
observed from the western North American Power System (wNAPS), US Western
Electricity Coordinating Council (WECC) system, and the Nordic power system [3].

Various power system disturbances have been found to be the origins of forced oscilla‐
tions, such as cyclic loads [4], turbo-pressure pulsations [5, 6], and mechanical oscillations of
generator turbines [7]. Besides, the variability and the randomness of wind power generation
may be considered as a potential forced oscillation source. In [8], the effects of wind shear and
tower shadow are investigated. It was demonstrated that forced oscillations are caused by wind
shear and tower shadow. In [9], the general forced oscillation mechanism GFO has been
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applied to study the inter-area oscillations observed on the power grid of China. It has been
proved that the observed oscillation may be a forced oscillation caused by wind power fluctu‐
ations. Therefore, forced oscillation becomes not only an important issue of power system but
also one concern of integrating wind energy into modern power grid.

Since wind turbine generators dynamic characteristics differ, it is essential to demon‐
strate if there is a difference between the variable speed and fixed speed wind turbines
in exciting forced oscillations. On the other hand, if the frequencies of the wind power
fluctuations coincide with the natural frequency of poorly damped oscillation mode, then
the forced oscillation might result in a large amplitude oscillation, that is, the resonance.

Resonance in power systems is a dangerous situation; it may cause catastrophic
blackouts, especially in the poorly damped operating condition [8]. Thus, it is necessary
to avoid resonance. In this context, there are three methods could be used, namely, to
reduce the input source oscillation, to move the input frequency far away from the natural
frequency, and to improve the damping of the natural oscillation mode [8].

The purpose of this paper is twofold: First, we study the difference between variable-
speed and fixed speed wind turbine generators in inducing forced oscillations and
causing resonance. Second, we demonstrate how standards power system controls
including Automatic Voltage regulators (AVR), Turbine Governors (TG) and Power
System Stabilizers (PSS) can damp forced oscillations caused by wind fluctuations and
move the frequencies of these oscillations far away from the dominant frequency band
of wind power generation. Modal analysis, frequency domain analysis and general
forced oscillation mechanism (GFO) are performed to study this issue. The study is
applied on four-machines two areas power system.

2 Related Forced Oscillations in Power Systems

The general forced oscillation (GFO) can be excited when the frequency band of the
random excitation covers the natural frequencies of poorly damped system modes. This
mechanism is applied to study the oscillations in real power systems [10].

The linear system is modeled in the frequency domain as [10]:

Sy(f ) = |H(f )|2Su(f ) (1)

where H(f ) is the frequency-domain transfer function of the linear system and Su(f ) and
Sy(f ) are the power spectral density (PSD) of the input stationary random process and
the PSD of the output stationary random process respectively.

Since, we can’t easily obtain the exact value of |H(f )|2, Eq. (1) will be used to make a
qualitative analysis. From Eq. (1), it’s clear that the system response depends on the input
random excitation Su(f ) and the squared amplitude-frequency property of the transfer func‐
tion |H(f )|2. For example, if the power system has three oscillation modes with natural
frequencies f1, f2 and f3 and if the power spectral density of the input random excitation
covers one mode frequency f1, the power spectral density of the output random excitation
is very large at f1, and small at f2 and f3 as shown in Fig. 1(a). Similarly, if the frequency
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band of the input random excitation changes (covers the modes with frequencies f2 and f3,
as shown in Fig. 1(b), the PSD of the output variable is small at f1 and becomes large at f2

and f3. Therefore, the mechanism of general forced oscillation (GFO) indicates that if the
frequency bands observed in the PSD of the input random excitations cover the natural
frequencies of some poorly damped modes of power systems, a forced oscillation with
frequency bands around the covered mode frequencies is excited [10].

Fig. 1. Principe of GFO

The study is applied on a four-machines two areas power system [11]. It consists of two
areas connected together by two 230 kV lines of 220 km length. It was designed in [11] to
study low frequency electromechanical oscillations in large interconnected power systems.
Each area comprises two identical generators rated 20 kV/900 MVA. The synchronous
generators are presented by a six-order model with magnetic saturation neglected. There
is 2800 MW installed generation capacity in this system (1400 MW in each area), and

Fig. 2. Four-machines two areas power system with wind farm
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400 MW of the total active power is transmitted from area 1 to area 2. We connect a wind
farm at the sending end of area 1 at bus 6. The penetration level is 10% of the total installed
active power of area 1 (140 MW). The test system is shown in Fig. 2. Simulation results
were carried out using a Power System Analysis Toolbox (PSAT), which is a MATLAB-
based toolbox for power system studies. Table 1 presents the study cases.

Table 1. Study Cases

Cases Linear modal analysis PSD of wind power
generation

No WTGs No(AVR/TG/PSS) X –
(AVR/TG/PSS) X –

DFIG No(AVR/TG/PSS) X X
(AVR/TG/PSS) X X

DDSG No(AVR/TG/PSS) X X
(AVR/TG/PSS) X X

SCIG No(AVR/TG/PSS) X X
(AVR/TG/PSS) X X

First, linear modal analysis is performed for different cases to assess the resulting
oscillation modes and to determine if wind turbine generators excite forced oscillations.
Second, the wind power generation of each wind turbine (the Doubly Fed Induction
Generator (DFIG), the Direct Drive Synchronous Generator (DDSG) and the Squirrel
Cage Induction Generator (SCIG)) is frequency analysed by the power spectral density
(PSD) in search of correlation between the band frequency of wind power output and
the frequencies of oscillation modes indicated by linear modal analysis. Finally, we
demonstrate how standards power system controls, namely, Automatic Voltage Regu‐
lator (AVR), Turbine Governor (TG) and Power System Stabilizer (PSS) can move the
frequency of forced oscillations far away from the dominant frequency band of wind
power generation and then avoid resonance of power system.

3 Simulation Results

3.1 Forced Oscillations in Power Test System Without (AVR/TG/PSS)

3.1.1 Modal Analysis
The resulting oscillation modes of the different cases without power system controls
(AVR/TG/PSS) are summarized in Table 2.

From Table 2, it can be noticed that without wind farm, there are three oscillation
modes. The integration of wind farm induces another oscillation mode. Its frequency
depends on the type of the wind turbine generator, which is approximately (0.136 Hz,
0.09 Hz and 0.67 Hz), in case of (DFIG, DDSG and SCIG) respectively. Thus, wind
power generation may be the source of this new mode.
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Table 2. Resulting oscillation modes

Cases Modes Frequency f (Hz) Damping ratio
𝜁(%)

No WTGs Mode 1 0.98601 8.37
Mode 2 0.95794 8.48
Mode 3 0.49816 4.06

DFIG Mode 1 0.98586 8.35
Mode 2 0.94782 9.5
Mode 3 0.51425 2.73
New mode 0.13638 9

DDSG Mode 1 0.99186 8.45
Mode 2 0.95055 9.45
Mode 3 0.51333 3
New mode 0.09013 2.24

SCIG Mode 1 0.99081 8.35
Mode 2 0.94844 9.45
Mode 3 0.51175 5.83
New mode 0.67923 22.7

The participation factor of each generator to the new mode is illustrated by Figs. 3,
4 and 5 in the case of (DFIG, DDSG and SCIG) respectively. It’s clear that in the case
of variable speed WTGs (DFIG and DDSG) all generators contribute to the new mode.
Whereas, in the case of fixed speed WTGs, only the SCIG contribute to the new mode
and the participation factor of the synchronous generators is negligible.

Fig. 3. Participation factors in case of DFIG Fig. 4. Participation factors in case of DDSG
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Fig. 5. Participation factor in case of SCIG

The low contribution of the synchronous generators in the mode introduced by the
fixed speed turbines (SCIG) may justify the high value of the damping of this mode
which will remain without great impact as long as the penetration rate of the wind power
remains reduced. On the other hand, the high participation of synchronous machines in
the modes introduced respectively by variable speed turbines (DFIG and DDSG) may
explain the low damping of those modes, which could be maintained or amplified in the
power system.

3.1.2 Power Spectral Density
Power spectral density (PSD) is performed to demonstrate the correlation between the
new oscillation mode indicated by modal analysis and the dominant frequency band of
power generated by variable speed and fixed speed turbine generators. If there is a
correlation, thus, wind power generation can be considered as a forced oscillation source.

Power generated by variable speed and fixed speed wind turbine generators (DFIG,
DDSG, and SCIG) and their respective PSD are depicted in Figs. 6, 7, 8, 9, 10 and 11.

Fig. 6. Power generated by DFIG
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Fig. 7. PSD of power generated by DFIG

Fig. 8. Power generated by DDSG

Fig. 9. PSD of power generated by DDSG
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Fig. 10. Power generated by SCIG

Fig. 11. PSD of power generated by SCIG

From Figs. 7, 9 and 11, it can be seen that wind power generation is distributed on
a narrow frequency band which depends on the type of the wind turbine generator. In
case of variable speed wind turbine generators (DFIG and DDSG), the frequency band
of the power output covers the frequency of the new mode indicated by modal analysis
(Table 2):

• The peak of the dominant frequency band of DFIG’s power output is 0.14 Hz
(Fig. 7) and it coincides approximately with the frequency of the new oscillation
mode (0.136 Hz).

• The peak of the dominant frequency band of DDSG’s power output is 0.08 Hz
(Fig. 9) and it coincides approximately with the frequency of the new oscillation
mode (0.09 Hz).

Therefore, Based on the general forced oscillation mechanism (GFO), we can spec‐
ulate that the new oscillation mode indicate by modal analysis is a forced oscillation
caused by wind power generation. And the phenomenon of resonance may occur.

In case of fixed speed wind turbine generator (SCIG), the frequency band of the
power output is large and it comprises the frequency of the excited oscillation mode
which is approximately (0.67 Hz). Whereas this mode is well damped (22.7%) and its
frequency is far away from the peak of the frequency band of wind power generation.
Thus, the new oscillation mode in this case is not dangerous and the power system will
not undergo a resonance.
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3.2 Control of forced Oscillations

Table 3 presents the frequency and the damping ratio of the forced oscillation mode for
the different cases where the synchronous generators of the power system are equipped
by the standards controls (AVR/TG/PSS). The parameters of (AVR/TG/PSS) are tuned
as in [11].

Table 3. Frequency and damping of the forced oscillation mode

Cases Frequency f (Hz) Damping ratio (%)
DFIG 0.17027 62.29
DDSG 0.12247 82
SCIG 0.66987 23.48

Figures 12, 13 and 14 illustrate the PSD of the power generated by the different wind
turbine generators (in cases with (AVR/TG/PSS)).

Fig. 12. PSD of power generated by DFIG (case with (AVR/TG/PSS))

Fig. 13. PSD of power generated by DDSG (case with (AVR/TG/PSS))
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Fig. 14. PSD of power generated by SCIG (case with (AVR/TG/PSS))

It can be seen from Table 3 that:

• The oscillation mode induced by the wind power generated by SCIG is not influenced
by the power system controls.

• In the case of DFIG and DDSG, the damping of the forced oscillation mode
mentioned in section A increases significantly. Indeed, without power system
controls, this oscillation mode was poorly damped (9% and 2.24%) in cases of (DFIG
and DDSG) respectively. Whereas, when the synchronous generators are equipped
by (AVR/TG/PSS), the damping of the forced oscillation reaches (62.29% and 82%)
in cases of (DFIG and DDSG) respectively. On the other hand, it can be noticed from
Figs. 9 and 10 that the frequency of the forced oscillation mode is far away from the
peak of dominant frequency band of the wind power generation.

Thus, we can speculate that standards power system controls (AVR/TG/PSS) are
able to damp forced oscillations and move their frequencies far away from the peak of
the frequency band of wind power generation. As a result, resonance can be avoided.

4 Conclusion

This paper has investigated the issue of forced oscillations caused by wind power gener‐
ation and their control. On the first hand, we studied the difference between variable
speed and fixed speed wind turbine generators in inducing forced oscillations and
causing resonance of power system. On the second hand, it was demonstrated how
standards power system controls, namely, AVR, TG and PSS, can damp forced oscil‐
lations and avoid resonance of power system. The wind power generation was frequency
analyzed and the general forced oscillation mechanism (GFO) was used to demonstrate
the correlation between the frequencies of oscillation modes indicated by modal analysis
and the wind power spectrum.

There is a correlation between the frequency of the wind power fluctuations and the
natural frequency of system mode. Thus, wind power generation can be considered as
a forced oscillation source. Whereas, there is a difference between variable speed and
fixed speed wind turbine generators in inducting forced oscillations and causing
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resonance of power system. Indeed, variable-speed WTGs may cause resonance as the
peak of the dominant frequency band of power output coincides with the natural
frequency of poorly damped mode. Contrary to fixed-speed WTGs.

From a control point of view, it was demonstrated that standards power system
controls, namely, AVR, TG and PSS can damp forced oscillations and move their
frequencies from the dominant frequency band of wind power. Therefore, these controls
can be an efficient way to avoid resonance of interconnected power system integrated
substantial wind power generation.
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Abstract. The group-III nitride based semiconductors have proved their
potential application in optoelectronic devices. The effects of layers thickness
and doping on the photovoltaic cell parameters in p-In1−xGaxN/i-GaAs/n-In1
−xGaxN hétérojunction solar cell have been investigated using solar cell
capacitance simulator (SCAPS). The impacts of gallium (Ga) content, doping
and thickness variation on the cell’s output parameters were extensively simu-
lated. In this work, the p and n-In1−xGaxN band gap (Eg) are first defined and
formulated as mathematical functions of gallium (Ga) content (“x”). Our
numerical analysis highlights that the Eg value of 1.27 eV corresponding to
x = 0.3 is optimal. Our results showed that the best structure must have a p-
doped In0.7Ga0.3N layer, an active intrinsic GaAs layer, and n-doped In0.7Ga0.3N
layer that have thicknesses of 0.15, 1.2 and 0.15 lm, respectively and doped
with NA = 1016 cm−3 and ND = 1017 cm−3. Cells with these optimization results
are found to give conversion efficiency of 25.88%.

Keywords: Solar cells � InGaN � SCAPS � GaAs � Efficiency
Thin film

1 Introduction

Solar Cells are currently the subject of multiple investigations in order to reach the
highest ratio efficiency/cost. With a direct band gap, the absorber-layer of thin-film
solar cells has a high optical absorption coefficient which allows using absorbers of
only a few microns thick [1].

Group III-nitride compound semiconductor materials have recently become one of
the most interesting research topics due to their use in optoelectronic devices operating
in the infrared, red, green, blue, violet and ultraviolet spectral wavelength regions [2].

InGaN ternary alloy is one of the most important materials in III-nitride family with
direct band gap, and has a strong absorption coefficient [3]. The In1−xGaxN alloy has
been studied extensively in recent years. High-quality wurtzite-structured In-rich
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In1−xGaxN films (0 � x � 0.5) have been grown on sapphire substrates by
molecular-beam epitaxy [4].

The In1−xGaxN material systems can partly cover most parts of the solar spectrum
from ultraviolet to infrared spectra due to their ability to vary their band gap with
ranges 0.77 eV to 3.44 eV and have a substantial potential to develop ultrahigh effi-
ciency solar cells [5, 6]. The extrinsic absorptions take place which causes the band gap
value is lower than it is expected. And the acceptors and donors are mainly due to the
doping or some defect structure. That’s basically how the bowing behavior is coming
from for the ternary semiconductor material. The measured bowing parameters vary
from 1 to 5 eV according to work reported in literature [2].

The GaAs thin-film solar cell is a top contender in the thin-film multijunction
(MJ) solar cells market in that it has a high power conversion efficiency (PCE) com-
pared to that of other thin-film solar cells [7], but all are limited to some degree by the
present lack of efficient photovoltaic materials with band gaps greater than � 1.9 eV.
To achieve a high efficiency, it is likely that future MJ cell architectures will need to
include materials with larger band gaps to improve the utilization of photons in the high
energy portion of the solar spectrum, InGaN appears to be an ideal material for meeting
this challenge [8].

In the present contribution, a numerical study has been realized in order to
investigate the effect of a variation of material parameters to the final solar cell char-
acteristics in order to improve their performances. In this article, examples of such
simulation are shown for p-i-(GaAs)-n InGaN hétérojunction solar cell structure which
it is composed of five layers, namely a transparent conductive oxide (TCO) contact, a
n-doped InGaN layer, an active intrinsic GaAs layer, an p-doped InGaN layer, and a
metal contact, as shown in Fig. 1. The calculations have been performed using a
numerical model with the solar cell capacitance simulator (SCAPS) program.

Fig. 1. Schematic view of proposed p-InGaN/i-GaAs/n-InGaN hetrojunction solar cell.
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2 Numerical Simulations

In this paper, numerical modeling of p-In1−xGaxN/i-GaAs/n-In1−xGaxN thin film solar
cell has been performed using SCAPS computer software program [9] so as to
investigate the effect of gallium grading on the cell performance, doping of InGaN
layers and the effects of thickness of itch layers. It is possible to simulate structures
formed from a defined number of layers with different doping profiles and with a given
energetic distributions of donor and acceptor levels in bulk and at interfaces for arbi-
trarily light spectrum [10].

Recombination in deep bulk levels and their occupation is described by the
Shockley–Read–Hall (SRH) formalism. Recombination at the interface states is
described by an extension of the SRH formalism allowing the exchange of electrons
between the interface state and the two adjacent conduction bands, and of holes
between the state and the two adjacent valence bands [11, 12].

The total density of deep states in doped layers has been chosen higher than in the
intrinsic one [13]. This gap state distribution does not completely account for corre-
lation effects but it has been shown [14] that it is always a good approximation in
computing the amount of trapped charges. The material properties that are used for the
constituent layers are extracted from the reported literature [6, 15, 16].

The parameter values used in simulation are displayed in Table 1. For achieving the
best performance of a cell under an AM 1.5 light spectrum and 1000 (w/m2) light
intensity, band gap and doping of p, n region then should be optimized, the thickness of
two layers is kept unchanged and those of the third layer are optimized. All SCAPS
simulations have been modeled at a room temperature T = 300 K. The measurement of
the photovoltaic parameters has been made by considering null series resistance and
infinitely large shunt resistance.

Table 1. Physical parameters used in the simulation of InGaN and GaAs layers.

Parameters IGaN GaAs

d nmð Þ Variable Variable
Eg eVð Þ Variable 1.42
v (eV) 4.5 4.07
e=e0 13.6 12.9

Nc cm�3ð Þ 2.2 � 1018 2 � 1018

Nv cm�3ð Þ 1.8 � 1019 1 � 1019

le cm2=V:sð Þ 100 1000

lh cm2=V:sð Þ 25 170

ND (cm−3) Variable 1016

NA (cm−3) Variable 1016

me 0.118 0.067
mhh 0.064 0.027
te (cm/s) 5 � 10−13 10−16

th (cm/s) 10−15 10−16

Nt (cm
−3) 1015 1014

a(k) 105 From file
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3 Results and Discussions

3.1 The Effect of Gallium Grading on InGaN Cell Performance

Bandgap of In1−xGaxN depends on the Ga fraction, and can be expressed as [17]:

Eg xð Þ ¼ xEgGaN 1� xð ÞEgInN � mx 1� xð Þ ð1Þ

Where EgGaN is bandgap of GaN, EgInN is bandgap of InN, and m is a bowing
parameter in ternary In1−xGaxN alloys, there are equal to 3.44 eV to 0.77 eV and 1.4,
respectively [4, 6].

Figure 2 and Table 2 show the effect of the mole fraction of Ga on the cell per-
formance for: EgGaAs = 1.42 eV. Increasing the bandgap of this layer reduces the
absorption within this layer and therefore the short-circuit current decreases. However,
the open circuit voltage increases, as it varied linearly with the bandgap. The com-
promise between these two phenomena, Simulation results show the best value of
bandgap is 1.27 eV and when we choose x = 0.3, In1−xGaxN equal to 1.27 eV. This
simulation results have a good agreement with the theoretical estimation to achieve the
best performance of the typical photovoltaic devices with the optimal Ga/(Ga + In)
ration ‘x’ in the range from 0 to 0.5 eV [4].

Fig. 2. Variation of cell efficiency due to increase Ga content in p and n-In1−xGaxN
composition.
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3.2 The Effect of i-GaAs Layer Thickness on Conversion Efficiency

Variation of efficiency (η), as a function of i-GaAs thickness, under 1.5 AM one sun
condition, has shown in Fig. 3. In Fig. 3, we assumed that i-region defect density Nt is
about 1014 cm−3. Table 3 shows that by increasing i-region thickness from 0.1 lm to
2.5 lm, Jsc increase but Voc is unchanged. It is clear that by increasing the thickness
from 0.1 lm to about 1.2 lm, Jsc significantly arise and after above thickness has no
significant increase.

Furthermore, in Fig. 3, it is clear that in the 1.2 lm i-region thickness, efficiency is
about 23.22% and after this thickness, due to electric field limits, η does not signifi-
cantly increase. From the simulation results, it was found that the optimized value of i-
GaAs thickness is 1.2 lm, which leads to a thinner and cheaper solar cell. Hence, i-
region thickness has to be limited to 1.2 lm to maintain drift transport of charges
across it. Decreasing i-region thickness increases the electric field in it, so our result
with i-GaAs is more important than those found with i-InGaN [6].

Table 2. Cell photovoltaic parameters for various p and n-layers gallium content In1−XGaXN.

Ga/(Ga + In) ration η % FF % JSC (mA/cm2) Voc (V)

0 0.98 49.77 4.736 � 10−3 0.417
0.1 8.93 55.89 33.130 0.482
0.2 19.31 82.95 36.171 0.643
0.3 23.29 85.47 32.737 0.832
0.4 22.1 82.57 27.234 1.045
0.5 0.1 77.63 8.736 � 10−3 1.087

Fig. 3. Variation of efficiency versus thickness of GaAs intrinseque layer.
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3.3 The Effect of p and n In0.7Ga0.3N Layers Thickness on Conversion
Efficiency

In Fig. 4 the efficiency is plotted against the thickness of p and n-InGaN layers. For the
thickness of p and n region we have proceeded from 20 nm up to 170 nm. Our results
regarding the cell photovoltaic parameters for various thicknesses of p and n region are
listed in Table 4. From an inspection of Table 4 we notice that as the thickness of the p
and n layer increases on going from 20 nm up to 170 nm, the form factor increases
slightly. The same trend can be observed for the efficiency which increases from
23.06% to 23.47%.

The influence of the thickness of p and n region on the current density of the short
circuit (Jsc) results in the monotonic increase of Jsc. As regards the open circuit voltage
Voc, it seems that Voc is not sensitive to the variation of p and n layer thickness of
InGaN. As reported in Table 4 and Fig. 4, the highest value of the electric efficiency

Table 3. Cell photovoltaic parameters for various i-layer thicknesses GaAs.

Thickness of i-GaAs layer (lm) η % FF % JSC (mA/cm2) Voc (V)

0.1 19.54 83.01 27.174 0.832
0.4 22.3 85.19 31.476 0.832
0.8 23.03 85.43 32.390 0.832
1 23.15 85.47 32.544 0.832
1.2 23.22 85.49 32.833 0.832
1.6 23.29 85.49 32.724 0.832
2 23.31 85.47 32.765 0.832
2.5 23.31 85.39 32.789 0.832

Fig. 4. Variation of efficiency versus thickness of p and n-In0.7Ga0.3N layers.
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could be achieved for a p and n layer thickness of 150 nm. As the material is used as i-
region of the p-i-n structure and it is intended to maximize the thickness of this field
bearing region, the thickness of the p and n junctions need to be minimal. This is
consistent with the previous results reported in Ref. [6].

3.4 Influence of Doping of p and n-In0.7Ga0.3N Layer on Conversion
Efficiency

The variation of the efficiency as a function of doping (ND) of n-In0.7Ga0.3N layer with
a thickness of 150 nm is displayed in Fig. 5. Note that as the value of ND is increased,
the efficiency increases as well and becomes almost constant when reaching a value of
25.8% for ND = 1017cm−3. In fact the increase of the dopant number may improve the

Table 4. Cell photovoltaic parameters for various p and n-layer thicknesses In0.7Ga0.3N.

Thickness of p and n
In0.7Ga0.3N layers (nm)

η % FF % JSC (mA/cm2) Voc (V)

20 23.13 85.42 32.297 0.832
30 23.16 85.42 32.34 0.832
50 23.18 85.41 32.379 0.832
70 23.24 85.4 32.466 0.832
90 23.29 85.39 32.537 0.832
110 23.33 85.38 32.594 0.832
130 23.35 85.37 32.641 0.832
150 23.47 85.77 32.653 0.832
170 23.37 85.8 32.398 0.832

Fig. 5. Variation of efficiency versus doping of n-In0.7Ga0.3N layer.
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collection of photo-generated carriers and consequently favors the increase of electrical
efficiency.

It is also interesting to see how the conversion efficiency is affected by the change
of doping (NA) of the p-In0.7Ga0.3N layer. In this regard, we have displayed the
variation of the efficiency as a function of the doping NA in Fig. 6. Note that as
NA increases from 109 to 1016 cm−3, the electric efficiency increases rapidly from
12.42% to 23.75%. This indicates that the doping of the p region has a strong effect on
the efficiency of the solar cell. This is due to the fact that the increase of the number of
dopant may improve the collection of photo-generated carriers leading thus to the
increase of electric efficiency.

By combining the obtained optimal parameters of each layer, we have conceived
the optimal structure of the p-In0.7Ga0.3N/i-GaAs/n-In0.7Ga0.3N solar cell of interest.
Our results are listed in Table 5. Regarding the efficiency, this is in good accord with
the previous CIGS solar cell results reported in Refs. [10]. Furthermore, our result is
clearly improved with respect to those previously conventional CIGS based solar cell
and InGaN p-i-n homojuction solar cell reported in Refs. [1, 6, 18].

Fig. 6. Variation of efficiency versus doping of p-In0.7Ga0.3N layer.

Table 5. Photovoltaic parameters comparison.

Photovoltaic values η % FF % JSC (mA/cm2) Voc (V)

This work 25.88 87.15 32.944 0.906
Reference [1] 21.8019 83.75 35.0077 0.743
Reference [6] 20.43 85.2 28.5 0.84
Reference [18] 21.32 82 33.5 0.78
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4 Conclusion

In this study, we have optimized a p-In1−xGaxN/i-GaAs/n-In1−xGaxN solar cell. The
cell performance is analyzed and simulated by the functions of Ga content in p and n
region layer. The p and n-InGaN layer band gap was defined as the mathematical
functions of Ga/(Ga + In) ratio. The numerical simulation results that were obtained
with SCAPS show that the cell with In0.7Ga0.3N as the p and n layers gives the higher
efficiency in comparison with cells with other amount of Ga content in the p and n
region. Variation of cell characteristics parameters in terms of thickness and doping in
p-layer, i-GaAs layer, and n-layer has been calculated and it was found that the best
structure must have a p and n layer (In0.7Ga0.3N) of thickness of 0.15 lm with NA =
1016 cm−3 and ND = 1017 cm−3 respectively and it was found that optimized value of
the intrinsic GaAs layer thickness is 1.2 lm. Simulation results show that cell effi-
ciency strongly depends on i-layer (GaAs) quality to maintain drift transport of charges
across it and the high doping in p/n region (In0.7Ga0.3N) may improve the collection of
photo-generated carriers. The p-i-(GaAs)-n In1−xGaxN solar cells with these parameters
give an electric efficiency of 25.88% with a form factor of 87.15%, current density of
32.944 mA/cm2 and voltage of open circuit of 0.906 V. The obtained efficiency in the
present study is better than several those reported in the literature.

Acknowledgments. The authors acknowledge the use of SCAPS-1D program developed by
Marc Burgelman and colleagues at the University of Gent in all the simulations reported in this
study.
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Abstract. This paper presents a control of three phase two-stage grid-connected
photovoltaic (PV) system based on predictive control strategy. The main goals are:
extract the maximum power point (MPP) delivered by PV arrays under irradiation
variations and to inject it into the network with a high grid current quality. MPPT
current oriented loop based on predictive control strategy is proposed and applied
into the first stage (DC–DC Boost converter) in order to achieve high performance
tracking. Furthermore, a Voltage oriented control based on predictive control
strategy and space vector modulation SVM (VOC-PC-SVM) is applied into the
second stage (Tow-level inverter) in order to control the grid currents. The proposed
system is simulated using Matlab/Simulink and Simpower system packages. The
obtained results prove that the proposed control strategy provides high perform‐
ance control in term of MPP tracking and grid current quality under irradiation
variations in accordance with international standards (IEEE-519).

Keywords: PV system · Double-stage · Predictive control strategy
Maximum power point tracking (MPPT) · Grid current control

1 Introduction

Grid connected photovoltaic (PV) systems have been used to inject the energy delivered
by PV arrays into the network [1–3]. The current challenge is to extract the maximum
power from the PV arrays and deliver it to the network with high grid current quality under
climatic changes. For this reason, several researchers are working on these challenges in two
grid PV system topologies which are single and dual-stage [1–4]. The latter is widely used
due to the fact that, the maximum power point tracking (MPPT) and the control of the
power injected into the grid are decoupled with different converters. This advantage eases
the MPP tracking as well as boosting the DC-link voltage value above the grid peak voltage
value whatever is the quantity of the produced power from PV arrays [1].

PV arrays still do not deliver a maximum efficiency, since their performance depends
on climatic conditions. The random variation of these factors reduces the PV arrays output
power. For this reason, many MPPT techniques have been proposed in the literature in
order to enforce PV array systems to continuously pursuing and expeditiously extracting
the maximum power from the PV arrays. Conventional MPPT algorithms such as perturb
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and observe (P&O) [5] or Incremental conductance (IncCon) [6] have been intensively
investigated in the last decade. Nevertheless, these techniques possess two major weak‐
ness: low speed in reaching the maximum power and broad oscillations around it.
Recently, several intelligence techniques such as fuzzy logic [7–10] and neural networks
[11] genetic algorithm [12], particle swarm optimization [2], have been introduced in order
to enhance the performance, however, it still difficult to implement them in practice. In
addition, due to the implementation simplicity of the conventional MPPT algorithms, other
control schemes based on these algorithms have been proposed to improve the efficiency
of PV array by including an intern voltage loop in the case of MPPT voltage-oriented loop
[13, 14] or an intern current loop in the case of MPPT current oriented loop [15–20]. These
latter afford an accurate MPP tracking as well as a satisfactory fluctuation reduction around
the MPP, this is achieved by virtue of the linear relation between the PV array current and
solar irradiation [16]. Several current controllers are employed in MPPT current oriented
loop methods such as PI controller [17], predictive controller [15], Finite set model predic‐
tive controller (FS-MPC) [18–20] and sliding mode controller (SMC) [16]. Predictive
current controller offers significant advantages like implementation simplicity and high
performances regarding time response and PV current ripple compared to PI controller.
Besides, it has fixed frequency compared to SMC and FS-MPC controllers.

In order to obtain high performance tracking, this paper proposes a MPPT current
oriented loop based on fixed switching predictive current control as first part of this work.

The second stage is used to inject the extracted PV power into the network with
assuring high gird current quality. For this purpose, many control techniques are
proposed. One of them, control methods without modulation stage such as: grid current
control based on hysteresis controllers [21] or finite set model predictive control strat‐
egies [22–24], direct power control DPC based on switching table [25]. Those control
methods provide a high performance; however, they possess a variable switching
frequency which is considered as a major drawback. Control method with modulation
stage such as: Voltage-oriented control (VOC) [26], Voltage-based direct power control
(V-DPC) [27], Virtual flux oriented control (VFOC) [28]. These techniques employ PI
regulators in their inside current control loop in addition to modulation stage (PWM or
SVM). It offers a fixed switching frequency however the slow regulation of PI regulators
and the control delay degrade the obtained performance (grid current quality). These
drawbacks are under consideration in the second part of this work.

A predictive control strategy is introduced to voltage-oriented control (VOC) for
eliminate the delay control and PI regulators drawbacks under PV power injection to
the grid with assuring a high grid current quality.

The proposed global system is simulated using Matlab/Simulink and Simpower
system packages, where different tests are carried out under irradiation condition
changes in order to check the system performance (grid current quality). More details
are addressed in subsequent sections.
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2 Overall System Configuration

The global system consists of the main components: PV array, DC/DC converter (boost),
two level inverter, and RgLg filter tied to grid as shown in Fig. 1.

The PV array generates the power depending on solar radiations. The boost converter
is used to track the MPP and deliver it to the DC-link continuously. The two-level
inverter injects the power coming from the boost into the grid following high grid current
quality.

Fig. 1. Overall system configuration

3 Overall System Control

As shown in Fig. 2, a three steps technique are employed to control the overall system
which are:

• A MPPT current oriented loop based on fixed switching predictive current control
strategy is applied to track the MPP rapidly and accurately.

• A conventional PI controller is used to regulate the DC-link voltage.
• While, the grid currents are controlled by predictive control strategy through SVM

(VOC-PC-SVM).
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Fig. 2. Overall system control

3.1 MPPT Control

The current Impp must be tracked rapidly with less fluctuation where maximum power
Pmpp is reached under solar radiation changes conditions. In this paper, MPPT method
based on the combination of the conventional current IncCon algorithm, and fixed
switching predictive current control loop is proposed.

IncCond Current MPPT
The Current Incremental algorithms as the conventional method are based on the slop
of the PV power curve [6, 18]. It identifies of the instantaneous position value to the
maximum power point; zero at the MPP, positive on the left-hand side of the MPP and
negative on the right-hand side of the MPP.

The basic equations of this method are as follows [18]:

dPpv

dIpv

> 0 at right of MPP (1)

dPpv

dIpv

< 0 at left of MPP (2)

dPpv

dVpv

= 0 at the MPP (3)
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Since

dppv

dIpv

=
d(Vpv ∗ Ipv)

dIpv

=
dVpv

dIpv

Ipv + Vpv (4)

Equation (1) can be rewriting as:

dVpv

dIpv

Ipv + Vpv > 0 at right of the MPP (5)

dVpv

dIpv

Ipv + Vpv < 0 at left of the MPP (6)

dVpv

dIpv

Ipv + Vpv = 0 at the MPP (7)

As illustrated in the flowchart in Fig. 3, the objective is to operate the PV current refer‐
ence even Iref equals to Impp by comparison between the instantaneous conductance (I/
V) and the incremental conductance (∆I/∆V) [6].

Fig. 3. IncCon current flowchart

318 A. Laib et al.



Predictive Current Control
A fixed switching predictive current control is designed in this section in order to enforce
the Ipv to track the Iref which delivered by the IncCon current MPPT algorithm. The
determination of the future duty cycle is based on knowledge exact of DC-DC boost
converter model [15]. Figure 4 illustrates the equivalent circuit of the boost converter
considering the on and off switching state.

Fig. 4. DC–DC equivalent circuit

When the switch is OFF, the boost converter equations can be described as follows:

⎧
⎪
⎨
⎪
⎩

L
dIpv(t)

dt
= Vpv(t)

C
dVdc(t)

dt
= −Iinv(t)

(8)

When the switch is ON, the boost converter equations yield:

⎧
⎪
⎨
⎪
⎩

L
dIpv(t)

dt
= Vpv(t) − Vdc(t)

C
dVdc(t)

dt
= Ipv(t) − Iinv(t)

(9)

Equations (7) and (8) can be rewritten in term of duty cycle form as:

⎧
⎪
⎨
⎪
⎩

L
dIpv(t)

dt
= Vpv(t) − Vdc(t) + Vdc(t)d(t)

C
dVdc(t)

dt
= Ipv(t) − Iinv(t) − Ipv(t)d(t)

(10)

The discrete time system of Eq. (9) considering the sampling frequency is Ts is given
as:
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⎧
⎪
⎨
⎪
⎩

Ipv(k + 1) = Ipv(k) +
Ts

L
[Vpv(k) + (d(k) − 1)Vdc(k)]

Vdc(k + 1) = Vdc(k) +
Ts

C
[(1 − d(k))Ipv(k) − Iinv(k)]

(11)

In order to obtain the future duty cycle, Eq. (10) can be rewritten as:

Ipv(k + 2) = Ipv(k + 1) + Ts

L
[Vpv(k + 1) + (d(k + 1) − 1)Vdc(k + 1)] (12)

The current Ipv should track the current Iref delivered by MPPT unit in three control
cycles [15]:

Ipv(k + 2) = Iref (k) (13)

The future voltage Vpv (k + 1) and Vdc (k + 1) are supposed does not change consider‐
ably during one switching period and, thus, can be estimated as:

{
vpv(k + 1) = vpv(k)

vdc(k + 1) = vdc(k)
(14)

From (11), (12) and (13), the future duty cycle can be derived as:

d(k + 1) =

L

Tp

[iref (k) − ipv(k + 1)] − vpv(k)

vdc(k)
+ 1 (15)

3.2 Grid Current Control

In this section, fixed switching grid current control is performed trough predictive
control strategy and space vector modulation. The proposed model predictive control is
based on the calculation of the voltage vector reference which is applied during the next
simple time through SVM in order to closes the error between the predicted currents
Ig𝛼𝛽(k + 1) and their reference Ig𝛼𝛽_ref .

To apply the predictive control strategy, the inverter grid-connected model is neces‐
sary. The equation under illustrates the required mathematical model in natural frame
(abc) [22]:

dIg(t)

dt
=

1
L
[V − Vg − RIg] (16)

where V, Vg, Ig, LR are the inverter voltage, grid voltage, grid current and filter induc‐
tance respectively.

From (16), the grid-connected inverter model in α-β frame can be expressed as
follow:
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⎧
⎪
⎨
⎪
⎩

dIg𝛼(t)

dt
=

1
L
[−RIg𝛼(t) − eg𝛼(t) + V𝛼]

dIg𝛽(t)

dt
=

1
L
[−RIg𝛽(t) − eg𝛽(t) + V𝛽]

(17)

Euler forward method is used to approximate the derivatives in (9) in order to obtain
discrete time model which is given bellow [22]:

⎧
⎪
⎨
⎪
⎩

dIg𝛼(t)

dt
=

Ig𝛼(k + 1) − Ig𝛼(k)

Ts
dIg𝛽(t)

dt
=

Ig𝛽(k + 1) − Ig𝛽(k)

Ts

(18)

where Ts is the sampling time.
The discrete time model of Eq. (17) yields:

⎧
⎪
⎨
⎪
⎩

Ig𝛼(k + 1) =
Ts

L
[−RIg𝛼(k) − eg𝛼(k) + V𝛼(k)] − Ig𝛼(k)

Ig𝛽(k + 1) =
Ts

L
[−RIg𝛽(k) − eg𝛽(k) + V𝛽(k)] − Ig𝛽(k)

(19)

To calculate the voltage vector reference, the currents Ig𝛼-Ig𝛽 should track their references
Ig𝛼_ref-Ig𝛽_ref  during the next sampling time which means:

{
Ig𝛼(k + 1) = Ig𝛼_ref

Ig𝛽(k + 1) = Ig𝛽_ref

(20)

Where:
{

Ig𝛼(k) = Ig𝛼_mes

Ig𝛽(k) = Ig𝛽_mes

(21)

{
eg𝛼(k) = eg𝛼_mes

eg𝛽(k) = eg𝛽_mes

(22)

By replacing the Eqs. (20), (21), (22) in (19), the voltage vector reference can be given
as:

⎧
⎪
⎨
⎪
⎩

V𝛼 =
L

Ts
(Ig𝛼_ref − Ig𝛼_mes) + RIg𝛼_mes + eg𝛼_mes

V𝛽 =
L

Ts
(Ig𝛽_ref − Ig𝛽_mes) + RIg𝛽_mes + eg𝛽_mes

(23)

The reference voltage vector Vα, Vβ is applied during the next sampling time through
space vector modulation (SVM).

Predictive Control Strategy for Double-Stage Grid 321



4 Simulation Results

In this section, a simulation with the parameters shown in Table 1 are carried out on the
global system using MATLAB/Simulink and Simpower system packages in order to
evaluate the performance of the proposed control scheme under irradiation change. This
study is divided into two parts.

Table 1. System global parameters

Electrical parameters of the PV Siemens SM110 Value
Maximum power (Pmpp)
Open circuit voltage (Voc)
Short circuit current (Isc)
Voltage at Pmax
Current at Pmax
Number of cells connected in parallel (Np)
Number of cells connected in series (Ns)
Number of modules connected in series (Nss)
Number of modules connected in parallel (Npp)

110 Watts
43.5 V
3.45 A
35
3.15
1
72
2
2

Electrical parameters of the boost converter Value
Resistor R
Inductor L
Capacitor C

50 Ω
40 mH
1100 μF

Electrical parameters of the Filter LR Value
L
R

10 mH
0.1 Ω

In the first case, the purpose is to compare the performance of the IncCon/PPC with
conventional MPPT in terms of MPP tracking speed and oscillations around it.

The second part, predictive control strategy based on space vector modulation is
applied to control the second stage of the global system in order to inject the extract PV
power with high grid current quality under irradiation changes.

4.1 Performance of IncCon/PCC MPPT

Under the irradiation changes represented by Fig. 5a, the IncCon algorithm based on
PCC and classical IncCon are tested by numerical simulation. Initially, the irradiance
level is set to 500 W/m2. After that, at 0.1 s, a sudden increase irradiation change from
500 to 700 W/m2 is occurred. The IncCon/PCC method reaches the MPP during 0.018 s,
while the conventional method takes 0.036 s. Then the irradiance level is decreased
slowly from 800 to 400 W/m2 during 0.2 s, the IncCon/PCC method exhibited better
accuracy tracking than the conventional IncCon. Finally, a sudden irradiation from 400
to 1000 W/m2 is occurred at 0.5 s, the IncCon/PCC shows also a faster tracking than the
conventional MPPT, where the proposed MPPT took just 0.056 s to reach the MPP while
the conventional needs 0.1 s as shown in Fig. 5d.
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Fig. 5. Performance of IncCon/PCC, IncCon under irradiation changes
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In another side, the IncCon/PCC method shows a high performance in term of power
oscillation compared to the conventional one. Where the oscillation widths around
MPPs, by using the proposed method, under different steady irradiations levels (500,
700, 400 and 1000 W/m2) are [209.7 208.5], [302, 300.5], [163.8, 162.2], [440, 439.4],
respectively. In counterpart, the widths of power oscillation by using the IncCon method
are [209.7, 206], [302, 299], [163.8, 161], [440, 437.2] respectively.

4.2 Performance of Global System Under Irradiation Change

This section deals with test of the global system performance under different irradiation
changes and presents the efficiency of the applied method in terms of grid current THD.

Firstly, as illustrated in Fig. 6a, for a fixed irradiation condition at 500 W/m2 during
the interval [0, 0.1 s [, the PV array output is oscillating around the MPP and the Vdc is
completely regulated to its reference. Furthermore, the grid currents are in balance and
sinusoidal form.

Afterward, the sudden irradiation changes from 500 to 700 W/m2 at instant 0.1 s led
to an increase in the PV power output and a small sharped deviation in Vdc over its

Fig. 6. Performance of global system under irradiation change
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reference as showing in Fig. 6a, b. Despite that, the grid currents are increased with
keeping their sinusoidal form due to the competence of the proposed method.

Finally, a large sudden change in the irradiation is occurred at instant 0.5 s. The PV
power output is rapidly increased the reason behind a large deviation of Vdc over its
reference as Then, under the slow irradiation change from 700 to 400 W/m2, the PV
power is slowly decreasing from 0.2 to 0.4 s. Also, the Vdc is a bit diverged from its
reference as illustrated in Fig. 6b in the meanwhile the grid currents are decreasing with
a sinusoidal form. As showing in Fig. 6b. even though, the grid currents are increased
with keeping their sinusoidal form. This control ability is back to the ability of the
proposed method.

As presented in Table 2, the proposed method (VOC based on predictive strategy
trough SVM) provided high grid current quality under all irradiation change cases
regardless to the international standards (IEEE-519).

Table 2. Obtained THD under all irradiation levels

G (W/m2) 500 W/m2 700 W/m2 Increase 700–400 W/m2 400 W/m2 1000 W/m2

THD% 2.35 1.55 2.62 3.08 1.08

5 Conclusions

In this paper, a control of three phase two-stage grid-connected PV system based on
predictive control strategy is presented and discussed. The simulation results show a
significant enhancement by applying the IncCon/PCC MPPT method in comparison
with the conventional method in terms of response time and stability around the
maximum power point under irradiation changes. Moreover, the proposed control of
two stage (VOC-PC-SVM) inject the PV power with high grid current quality compare
to the international standards (IEEE-519) in all irradiance changes levels.
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Abstract. Solar photovoltaic (PV) and wind farm systems of renewable energy
installations have been considered as the promising generating source that would
cover the continuous energy demand. With the high incoming penetration of
distribution generators (DG), both the end users of the electric power as well as
the electric utilities have become more concerned on the issue of the electric
network quality. A particular issue falling under the umbrella concept is capaci‐
tive coupling with the grounding systems that have become essential as a result
of the high-frequency current that is imposed by the converters of power. Total
harmonic distortion (THD) is limited by the quality standards of power
(IEEE-519) within the range that is acceptable caused by power electronic equip‐
ment rapid usage. Thus, the primary aim of the work is to broaden the investiga‐
tion of the power systems quality problems.

Keywords: Fuzzy logic controller (FLC) · Variable frequency drivers (VFDs)
Active power filters (APF) · Flying capacitor multilevel inverter (FCMLI)

1 Introduction

The power quality distortion is one of the most serious problem affecting the electric
power systems because of the increase in the non-linear drawing non-sinusoidal currents.
The use of active filters is harmonic migration and compensation of reactive power,
voltage regulation, and load balancing as well as compensation of voltage flicker. The
non-linear loads four wire three phase system a harmonic current which is of high levels
in the natural wire and three line conductors enrolled. The supply quality declination is
as a result of the unbalanced load. In reduction of harmonic effect, various techniques
of harmonic migration are proposed.

The shunt active power filter is viewed as the most popular APFs, the technique
include passive filters, phase multiplication, harmonic injection as well as active power
filters (APFs). Mainly, it is a current sources, and is connected in a parallel manner to
the non-linear loads. Shunt AFC conventionally is controlled in a manner which allows
injection of reactive and harmonic compensation current on the basis of reference
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currents which are calculated. The purpose of injection current is to cancel the reactive
and harmonic currents which non-linear loads draw. As of the recent times, the fuzzy
logic controller is generating much interest in numerous application and is being intro‐
duced in the field of power electronics [3].

According to a number or strategies of controls developed, still, two theory methods
of controls have always been dominant. They include the instantaneous reactive and
active current (id − iq) methods as well as the instantaneous reactive and active power
(p − q). In the proposed work, we have concentrated on the two control strategies ((p − q)

and (id − iq) combined with the fuzzy controller aimed at validating the present obser‐
vations. Simulations that are extensive have been conducted with fuzzy controller for
the (id − iq) and (p − q) methods for various conditions of voltage such as non-sinus‐
oidal, sinusoidal as well as the conditions which are unbalanced to adequate results.
Upon observation of the (id − iq) strategy of control performance with the fuzzy
controller, it can be observed that it is quite adequate over p−q strategy of control with
fuzzy controller [4].

According to the works, the work will undertake a number of steps in validating the
objectives. Analysis and design of five-level capacitor multilevel inverter circuit in applying
an equal but opposite to the harmonics that are distorted in to the source current line to help
cancel the harmonic design of non-linear load, a fuzzy logic response of the shunt active
system of power. Visualization on the simulation of instantaneous reactive and active theory
based shunt active filter with Simulink/MATLAB, as a better solution in reducing
harmonics. Fuzzy controller will carry out the simulations for both p-q method for various
voltage conditions. The primary reason for the concern of the capacitive coupling are:

(a) Harmonics increase, thus, the converters of power loses in both the consumer and
utility equipment.

(b) Currents of ground capacities have the potential to cause malfunctioning of control
devices and sensitive load.

(c) The capacitive current circulation trough the power equipment may provoke their
lifetime production and this limits the capability of power.

(d) As a result of capacitive ground current, the ground potential rise, representing
unsafe working conditions along the electric network or installations.

(e) Interference of electromagnetic in the systems of communications and metering
infrastructure.

As such, the importance of renewable energy modelling installation has been noticed
considering capacitive coupling with the grounding system, thereby simulating accurately
AC and DC component of the current waveforms which electric network is used to measure.

2 Background

2.1 Shunt Active Power Filter

In the system of electric distribution development, sudden increment of non-linear load
has been experienced, like domestic appliances, rectifier equipment, power supply as
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well as adjustable speed drivers (ASD). With the increase in these loads, the generated
harmonics current that the loads generates is very significant. Different problems asso‐
ciated with power system can result as a result of these harmonics, some of the problems
include inaccurate metering of power flow, light flicker, excessive neutral currents,
system protection malfunctioning, as well as equipment overheating and distorted
voltage waveform. In addition, they are responsible for the reduction of efficiency by
drawing the components of reactive current from the networks of distribution [5].

From Fig. 1 the concept of cancellation of harmonic current is demonstrated so that
the current supply is sinusoidal from the source, the used inverter of the voltage source
in active filters makes possible the harmonic control. APFs has been developed where
the voltage-source inverter (VSI) based shunt active power filter is employed recently
and has been recognized as the control scheme available solution, where the needed
compensation current are determined through only sensing line currents, which is easy
and simple in implementing [6].

Fig. 1. Illustration of the shunt connected active components with the waveform to show the
harmonics cancellation.

2.2 Flying Capacitor Multilevel Inverters (FCMLI)

From Fig. 1 the apology for five level capacitor multilevel converter circuit is demon‐
strated. The topology of Flying Capacitor Converter (FCC) is being introduced and pros
and cons compared with other forms of multilevel topologies. FCC utilizes various float
capacitors in each phase which is connected to a number of points at the converter to
ensure the achievement of different levels of voltage in the output signals.

The recently developed converter topology is the flying capacitor multilevel
converter that assures flexible monitoring, control as well as modular design. The multi‐
level FCC needs a DC voltage distribution which is balanced. To realize this, the use of
special control is recommended leading to natural balancing or one can measure the
voltages and go ahead to select the most appropriate switching state. There are three
factors that influence the balancing, they include the switching frequency, the harmonic
contact of the reference waveform and the load impendence. The output voltage must
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make sure that the load control in addition to the balancing of voltage of the FCC
multilevel e.g. the AC machine three face [7].

2.3 Instantaneous Real and Reactive Power Method (p − q)

The non-linear load instantaneous reactive and active powers p and q is where the active
filter currents can be obtained. The phase voltages transformation Va, Vb and Vc as well
as the load current (La, Lb and Lc) into á − â the orthogonal coordinates have been
provided from Eqs. 1 and 2 below.

The active power filters compensation objectives are the present harmonic in the
input current. Presented in the present architecture is the three phase four wire, which
has been realized with the control strategy of constant power. The circulation of power
is further given from Eq. (3) [8].
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2.4 Fuzzy Logic Current Controller

Fuzzy set of theory is utilized by the fuzzy logic, where a variable is a member of a
single or more than one set, with a particular membership degree. Fuzzy logic is bene‐
ficial because it allows emulation of the process of human reasoning in computers, make
decision based on complete and vague data, qualification of information that is impre‐
cise, and yet employ process of “Defuzzification, arriving at a defined conclusion. In
the below block diagram, fuzzy logic controller (FLC) is demonstrated from Fig. 2 [9].
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Fig. 2. FLC Block diagram

There are three blocks that makes up FLC, these are the Defuzzification, Inference
as well as Fuzzification. The process above can be explained as below.

(1) Fuzzification
The requirement of the fuzzy logic controller is that each output/input variables
defining the control surface to be expressed in the notations of fuzzy sets by use of
linguistic levels. The values of linguistic of each variables of output and input divide
its discourse universe into intervals that are adjacent in formation of functions of
membership. The extent of belonging to a specific level is denoted by the member
values. Thus, Fuzzification is viewed as the process that allows input/output vari‐
ables to be converted into linguistic levels.

(2) Inference
Set rules governs the control surface behavior relating to the system output as well
as input variables. A typical rule can be expressed as if A is x, then B is y, when
the set of variables of input reach every rule that has any truth degree in its promise
is fired, contributing to the control surface formation by modifying it approxi‐
mately. After firing all the rules, the control surface that results is expressed as fuzzy
set for the representation of the output constraints. The whole process is what is
known to as the inference.

(3) Defuzzification
The process that converts into crisp quantity the fuzzy quantity is known as the
Defuzzification. Several techniques are available for this process. However, the
commonly prevalent one is the centroid strategy, which uses the formula that
follows.
∫ (𝜇(x)x)dx∕ ∫ 𝜇(x)dx, ; In this case, the output x membership degree ì.

3 Literature Review

It has been noticed from the literature review that that the filter that is shunt active utilizes
a technique that is simple for calculating the reference current compensation which is
based on the fast Fourier transform. The shunt active power filter presented has the ability
of operating in load conditions that are variable, unbalanced or balanced. In varying
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conditions that are fast, the classic filters may not have the capacity of having satisfactory
performance.

In [11] the fuzzy logic controller is extended and applied to a three level APF shunt,
the algorithm of logic control has been proposed for inverter dc voltage and harmonic
current control to help in the improvement of performance of the three level active power
filters as well as showing how three level inverter can be employed as a shunt active
power filter.

The p − q theory also known as the original instantaneous reactive power is system‐
atically utilized in controlling the APFs. After connecting the APD in a parallel manner
to an unbalanced and non-linear load, the application of p-q theory allows strategy of
compensation which is commonly named as the constant power acquired in [12] demon‐
strating that any strategy of compensation may be developed into the frame of the theory
of p − q. Besides, without the use of mapping matrices on p-q theory reformulation.

The shunt APF is shown in [13] for improvement of the quality of power with regards
to the compensation of reactive power and harmonics in the network of distribution by
the FLC or integral [PI].

Additionally, the electric network in [14] has a behavior of “a healthy carrier” of
disturbances, and the generated disturbances by a single customer is distributed to the
other clients, which causes equipment possible damage to the quality measurement.

Development of a shunt APF which is of low cost is described in [15] consisting of
a digital control. This facilitates for correction of dynamic power factor and both
compensation of the zero sequence and harmonics current. The controller of active filter
is based on the p-q theory also known as the instantaneous power theory.

In [16] constructs and presents a fuzzy PID controller structure. The fuzzy logic
controller application as a stabilizer of the system power is investigated by the use of
simulation studies means on a single machine infinite bus system.

Also proposed a technique which is used in the characterization of the present total
distortion of harmonic for inverters with a single phase. In calculation of average value
of the harmonic distortion, the expression is made for each type of day (cloudy sky day)
which is proposed by [17].

Total harmonic distortion (THD) is limited by the quality standards of power
(IEEE-519) within the range that is acceptable caused by power electronic equipment
rapid usage. Thus, the primary aim of the work is to broaden the investigation of the
power systems quality problems. Where in the recent years there has been increase in
the non-linear loads, the cost has also been affected. According to the works proposal,
the work will undertake a number of steps in validating the objectives.

1. To conduct an analysis and design of five-level capacitor multilevel inverter circuit
in applying an equal but opposite to the harmonics that are distorted in to the source
current line to help cancel the harmonic design of non-linear load.

2. To design a fuzzy logic response of the shunt active system of power.
3. Visualization on the simulation of instantaneous reactive and active theory based

shunt active filter with Simulink/MATLAB, as a better solution in reducing
harmonics.

4. Fuzzy controller will carry out the simulations for both p-q method for various
voltage conditions.

Total Harmonic Distortion Performance in PV Systems 333



5. Conduct an analysis of the results obtained and making comparisons with other
results that have been published.

4 System Model

A suitable capacitive coupling model is one that allows reproducing the injections of
harmonic currents not only into the grid but also into the PV installations of the DC
circuit that leads to current distortion, internal resonant and work conditions which are
unsafe where the current discharged by capacitive goes far beyond the safety values of
work threshold denoted as (IEEE Std. 80-2000, 2000). The capacitive coupling is
considered as electric circuit part consisting of cable capacitive couplings, PV cells, the
grid impedance and elements of AC filter and its effect has been appreciated in most of
the large scale PV plants.

Under normal circumstances, the connection of PV modules happens on a panel in
order to form a PV array as demonstrated from Fig. 1. The PV module circuit model is
composed of current source that is ideal, a diode that is connected in parallel manner
with the source of current and series resistor. For each PV modules, the input current is
determined as demonstrated by the equation below:

I = ISC − Id = ISC − I0.
⌊

exp
(

V + I.RS

n.VT

)⌋

(5)

In this case I0 is the diode saturation current, while the module terminal voltage is
represented by V , and the diode ideal constant is n, VT is module thermal potential and

m

(
kT

q

)

 gives the module thermal potential where k is the Boltzmann’s constant denoted

as 1.38E − 23 J∕k, in K, T  cell temperature is measured, the Coulomb constant
(1.6E − 19C) is represented by q and the cells number in module series is m. The module
short circuit current under a specific solar irradiance is denoted by ISC. Diode current is
represented by Id, which is provided by the current expression of classical diode. The
Rs series resistance stands for the current flow intrinsic resistance.

The PV modules capacity coupling with the ground is parallel modelled as a Parallel
resistant Rpv and capacitor Cpv arrangements simulating the dependency frequency on
the grounding system that is normally represented in the grounding resistance Rg in the
model.

Considering that current source for the AC and DC circuits of PV installation are
represented by the converters, circuit which is equivalent is deduced in order to conduct
analysis of the capacitive coupling effect over the voltage and current waveform.

The circuit that is equivalent of both the AC circuit for connection to the grid and
the DC circuit of the PV installation as seen between the ground and inverter. In the AC
circuit, the capacitors, inductance and resistance of the AC underground cables are
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represented by Cac_cable, Lac_cable and Rac_cable, at saturation, the ground resistance is repre‐
sented by Rg_es and the LC filter parameters connected at the inverter Ac terminals are
the Lfilter and Cfilter.

The Rpv and Cpv inclusion on the equivalent of PV circuit allows the representation
of the leakage path for components of high frequency between the Ground and the PV
modules. This equivalent circuit of DC is represented by the continuous-time equation
below, at the operating conditions that are normal.

di1(t)

dt
=

1
Lc

.vin(t) −
Rc

Lc

.i1(t) −
1
Lc

.v2(t) (6)

di2(t)

dt
=

1
Cc.

(
Rs + Rg

) .i1(t) −

[
1

Cc.
(
Rs + Rg

) +
𝜓

Cpv.Rpv

]

.i2(t) +
1

Cpv.Rpv.
(
Rs + Rg

)v2(t) (7)

dv2(t)

dt
=

1
Cc

.i1(t) −
1

Cc

.i2(t) (8)

dvpv(t)

dt
=

Rg

Cc.
(
Rs + Rg

) .i1(t) +

(
Rpv + Rg

Cpv.Rpv

+
Rg

Cc.
(
Rs + Rg

) +
Rg.𝜓

Cpv.Rpv

)

.i2(t)

+
Rg

Cpv.Rpv.
(
Rs + Rg

) .v2(t) −
1

Cpv.Rpv

.vpv(t)

(9)

5 Results and Discussion

In this section, THD is compared with and without capacitive coupling, the results show
that using capacitive coupling reduce the percentage of THD. Figs. 3 and 4 show THD
with and without capacitive coupling. As shown, maximum THD without capacitive
coupling about 3.9, while in case of capacitive coupling, it’s about 3.4.
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Fig. 3. THD without capacitive coupling for power in PV
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Fig. 4. THD with capacitive coupling for power in PV

On the other hand, THD for current source of PV are shown in Figs. 5 and 6. As
shown, maximum THD without capacitive coupling about 0.34, while in case of capac‐
itive coupling, it’s about 0.26.
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Fig. 5. THD without capacitive coupling for current in PV
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Fig. 6. THD with capacitive coupling for current in PV

6 Conclusions and Remarks

This paper presents THD in PV system in case of using capacitive coupling in order to
reduce THD. Fuzzy logic controller is used in order to cancel the harmonic design of
non-linear load. Results show that reduction in THD for power in PV systems around
13%, while the reduction in THD for current in PV systems around 23%.
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Abstract. A robust model predictive control approach using linear matrix
inequality (LMI) is proposed for uncertain nonlinear systems. A simulation
study on a PV Pumping System which comprises a PV generator, a buck DC-
DC converter and a DC motor-pump is presented to evaluate the performance of
the proposed controller. The LMI-based RMPC algorithm is currently under
experimental stage and in near future we will publish the first results if they are
satisfactory.

Keywords: Buck DC-DC converter � PV generator � DC motor pump
Linear matrix inequality (LMI) � Robust predictive controller

1 Introduction

Water pumping systems powered by solar-cell generators is one of the most interesting
applications for distributed energy generation. PV water pumping systems have the
advantages of: reliability, low maintenance, ease of installation and the matching
between the powers generated and the water usage needs [1, 2].

For a better optimization of the energy, PV water pumping systems have to operate
at their maximum power point (MPP). This maximum power point varies largely in
time according to temperatures and irradiation levels; it is difficult to maintain optimum
matching at all set of climatic conditions. In order to avoid the energy losses, a DC-DC
converter known as a maximum power point tracker (MPPT) is used to match con-
tinuously the output characteristics of a photovoltaic generator to the input character-
istics of a motor pump [3, 4].
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In this paper, we present a PV water pumping systems which includes photovoltaic
array generator, DC/DC converter and DC motor coupled to a centrifugal pump. A
robust predictive controller [5] based on linear matrix inequalities (LMI) [6] is applied
to keep the PV generator voltage at a reference value taking into account uncertainty in
the PVG operation point.

The following sections will show the PV pumping system modeling with the state-
space averaging method and will present the regulator design in details. Finally we will
give some simulation results to test the robustness of the proposed control strategy.

2 Model Pumping System

A basic diagram of the analyzed photovoltaic system is depicted in Fig. 1. It is possible
to identify three main blocks that need to be modeled. They are photovoltaic arrays,
DC-DC converter and a DC motor coupled to a centrifugal pump.

2.1 Photovoltaic Array Model

In order to appropriately represent the PVG, consider the equivalent circuit, shown in
Fig. 2, where the photovoltaic cell is represented by an electric current generator which
is equivalent to a current source parallel to a diode, iPH represent the current (photo-
current) generated by solar radiation (G), RSH and RS are intrinsic shunt and series
resistances of the module, respectively. Note, RSH is irradiation dependent and RS is
constant.

Fig. 1. Configuration of the PV pumping system

Fig. 2. Equivalent electrical scheme of the PVG: (a) Detailed, (b) Norton.
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Photovoltaic generators are neither constant voltage sources nor current sources but
in a real situation the array will be forced to operate at the boundaries of the constant
current and constant voltage modes if a maximum power tracker is employed [7].
Consequently, the PV array may be represented by the simple Norton’s equivalent
circuit of Fig. 3 with

RPV ¼ RS þRSH==RD ð1Þ

iPV ¼ iPH
RSH==RD

RPV
ð2Þ

It can be observed that the Norton equivalent circuit parameters are both envi-
ronmental variables and operating point dependent.

2.2 Buck Converter Average Model

Resultant average model of PV pumping system is shown in Fig. 2, where vpv is the
photovoltaic array voltage. This voltage must be controlled in order to keep the array
operation at the maximum power point; the output voltage va (DC motor voltage) is
related to the photovoltaic array voltage by (3):

va ¼ dvpv ð3Þ

Where d is the duty cycle of the switch ST

0� d� 1 ð4Þ

The equations that describe the system can be described as the following:

La_iaðtÞ ¼ �RaiaðtÞ � kbxðtÞþ vpvðtÞdðtÞ
J _xðtÞ ¼ kbiaðtÞ � ðkT þFÞxðtÞ
C _vpvðtÞ ¼ IPV � dðtÞiaðtÞþ vpvðtÞ=RPV

ð5Þ

Fig. 3. Equivalent electrical scheme of the PV pumping system.
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Where x and J are respectively the rotation speed and the moment of inertia of the
group, kb is the constant of the electric couple, kT is the strength’s constant against
electrometrical. Ra and La represent respectively the armature resistance and induc-
tance. F is the viscous friction coefficients of the DC machine.

The expression (5) can be compacted in the following manner,

_x ¼ f ðxðtÞ; uðtÞÞ ð6Þ

The total instantaneous quantities can be presented as the sum of the DC and AC
components,

iaðtÞ ¼ ~iaðtÞþ Ia vpvðtÞ ¼ ~vpvðtÞþVpv

xðtÞ ¼ ~xðtÞþX dðtÞ ¼ ~dðtÞþD
ð7Þ

Substituting this into (5) a small-signal model can be derived as follows:

La
_~iaðtÞ ¼ �Ra~iaðtÞ � kb ~xðtÞþD~vpvðtÞþVpv~dðtÞ

J _~xðtÞ ¼ kb~iaðtÞ � ðkT þFÞ~xðtÞ
C _~vpvðtÞ ¼ �D~iaðtÞ � Ia~dðtÞþ~vpvðtÞ=RPV

ð8Þ

linearized around an operating point given by

RaIa þ kbX ¼ VpvD

kbIa ¼ ðkT þFÞX
DIa ¼ IPV � VPV=RPV

ð9Þ

We also introduce an added state variable to account for the integral of output
regulation error. Let us define the new state variable as:

_xe ¼ vreff � vpv ð10Þ

The augmented averaged model of the PV system can be written as

_x ¼ A~xþB~uþ~f ðxðtÞ; uðtÞÞ ð11Þ

Where ~f is a Lipschitz non-linearity, given by:

~f ðxðtÞ; uðtÞÞ ¼ f ðxðtÞ; uðtÞÞ � A~x� B~u ð12Þ

The nonlinear term is assumed to satisfy the Lipschitz condition as:

~f X1; tð Þ � ~f X2; tð Þ�� ���M X1 � X2j j ð13Þ
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x ¼
ia
vpv
x
xe

2
664

3
775; A ¼

� Ra
La

D
La

� kb
La

0
� D

C
1

RPVC
0 0

kb
J 0 � kT þF

J 0
0 �1 0 0

2
6664

3
7775; B ¼

Vpv

La
� Ia

C
0
0

2
664

3
775

2.3 Uncertainty Model

We consider that the load RTH at the operating point is uncertain or time-varying
parameter. Then, matrices A and B depend on such uncertain which have been grouped
in a vector p, and we can express (6) as a function of these parameter

_x ¼ AðpÞ~xþB~uþ~f ðxðtÞ; uðtÞÞ ð14Þ

In a general case, the vector p consists of N uncertain parameters p = (p1,…,pN),
where each uncertain parameter pi is bounded between a minimum and a maximum
value �pi and Pi

pi 2 pi; pi
h i

ð15Þ

The admissible values of vector p are constrained in an hyperrectangle in the
parameter space ɌN with L = 2N Vertices t1; . . .; tLf g. The images of the matrix [A(p),
B(p)] for each vertex t1 corresponds to a set 11; . . .; 1Lf g. The components of the set
11; . . .; 1Lf g are the extrema of a convex polytope, noted Co 11; . . .; 1Lf g, which con-

tains the images for all admissible values of p if the matrix [A(p), B(p)] depends
linearly on p, that is

½AðpÞ;BðpÞ� 2 Co 11; . . .; 1Lf g ¼
XL
i¼1

ki1i; ki � 0;
XL
i¼1

ki

( )
ð16Þ

In this context, we consider that N = 2 and the parameter vector p � [1/ RPV] where:

1=RPV 2 1=RPVmax; 1=RPVmin½ � ð17Þ

Since the PV system matrice A depend linearly on the uncertain parameter 1/ RPV,
we can define a polytope of L = 2 Vertices that contains all the possible values of the
uncertain matrices. The vertices of the polytopic model are:
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A1 ¼

� Ra
La

D
La

� kb
La

0

� D
C

1
RPVmaxC

0 0
kb
J 0 � kT þF

J 0

0 �1 0 0

2
66664

3
77775; A2 ¼

� Ra
La

D
La

� kb
La

0

� D
C

1
RPVminC

0 0
kb
J 0 � kT þF

J 0

0 �1 0 0

2
66664

3
77775;

B1 ¼ B2 ¼ B

At maximum power transfer, the PV generator can be replaced by a voltage or a
current source possessing high dynamic resistance in the former case and low dynamic
resistance in the latter. In order to define range of changes for dynamic resistance, refer
to PVG equivalent circuit of Fig. 3. At open circuit condition, RD is low, dominating
the parallel connection with RSH [8, 9]. Thus we have:

RPV joc! RS þRD ð18Þ

bounded by

RPV joc [RPVmin ¼ RS ð19Þ

At short circuit and the reference condition, RD is high, and RSH dominates the
parallel connection. Thus we have:

RPV jsc! RS þRSH ð20Þ

Note that RS is constant and RSH is irradiation dependent [10]

RSH

RSH;ref
¼ G

Gref
ð21Þ

RSH,ref is shunt resistance at STC (stands for Standard Test Conditions of 1 sun
irradiation and 25 °C PVG temperature). Finally as an approximation,

RPV jsc\RPVmax ¼ RSH:STC ð22Þ

3 Robust Model-Based Predictive Control Using LMIs

Consider the infinite horizon quadratic performance index as follows:

JðkÞ ¼
X1
i¼0

xðkþ i kj ÞTQxðkþ i kj Þ þ uðkþ i kj ÞTRuðkþ i kj Þ ð23Þ

where R(i), Q(i) are two positive definite states and control weights respectively. Let us
introduce a quadratic function V(x) = xTPx, P > 0 of the state x(k|k) of the system (14),
with V(0) = 0. At sampling time k, suppose the following inequality is satisfied
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Vðkþ iþ 1 kj Þ � Vðkþ i kj Þ � � ðxðkþ i kj ÞTQxðkþ i kj Þ þ uðkþ i kj ÞTRuðkþ i kj ÞÞ
ð24Þ

Summing (24) from i = 0 to i = ∞, we have

xð1 kj ÞTPxð1 kj Þ � xðk kj ÞTPxðk kj Þ � � J ð25Þ

If the resulting closed-loop system for (14) is stable, x(∞|k) must be zero and result
in

J� xðk kj ÞTPxðk kj Þ � � c ð26Þ

where c is a positive scalar and is regarded as an upper bound of the objective in (23)

X1
i¼0

xðkþ i kj ÞTQxðkþ i kj Þ þ uðkþ i kj ÞTRuðkþ i kj Þ � c ð27Þ

Then, by substituting the state space Eq. (14) in the robust stability constraint (24),
one has

Axðkþ i kj Þ þBuðkþ i kj Þ þ~f ðxðkþ i kj Þ; uðkþ i kj Þ� �T
P

Axiðkþ i kj Þ þBuðkþ i kj Þ þ~f ðxðkþ i kj Þ; uðkþ i kj Þ� �
� xðkþ i kj ÞTPxðkþ i kj Þ þ xðkþ i kj ÞTQxðkþ i kj Þ
þ uðkþ i kj ÞTRuðkþ i kj Þ � 0

ð28Þ

Suppose the terms involving of ~f in this inequality satisfy the following condition:

2 Axðkþ i kj Þ þBuðkþ i kj Þ½ �TP ~f ðxðkþ i kj Þ; uðkþ i kj Þ� �
þ ~f ðxðkþ i kj Þ; uðkþ i kj Þ� �T

P ~f ðxðkþ i kj Þ; uðkþ i kj Þ� �
� lxðkþ i kj ÞTWTWxðkþ i kj Þ

ð29Þ

where µ = kmax(P) and W is the corresponding matrix of the quadratic bound which
will be determined later in the next section. By replacing the condition (29) in the
inequality (28), the following condition holds for all i > 0.

Axðkþ i kj Þ þBuðkþ i kj Þ½ �TP Axðkþ i kj Þ þBuðkþ i kj Þ½ �
� xðkþ i kj ÞTPxðkþ i kj Þ þ xðkþ i kj ÞTQxðkþ i kj Þ
þ uðkþ i kj ÞTRuðkþ i kj Þ þ lxðkþ i kj ÞTWTWxðkþ i kj Þ � 0

ð30Þ
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the inequality can be expressed as:

P� ðAi þBKÞTPðAi þBKÞ � Q� KTRK � lWTW � 0 ð31Þ

Define P = cG−1; K = cP−1 and a = µ−1c and using Schur complement lemma
twice, we have

G ðAiGþBYÞT ðWGÞT ðQ1=2GÞT ðR1=2YÞT
AiGþBY G 0 0 0

WG 0 aI 0 0
Q1=2G 0 0 cI 0
R1=2Y 0 0 0 cI

2
66664

3
77775� 0 ð32Þ

For robust constrained infinite horizon MPC, we incorporate both input constraint
into the optimization problem. Then, the receding horizon state feedback gain K, which
at the sampling time k minimizes the upper bound V(x(k|k)) on J(k) and satisfies the
specified input constraint, is given by K = c P−1, where G > 0 and Y are the solutions
to the following LMIs:

min
G;Y ;c;a

c subjecte to

I xðk kj ÞT
xðk kj Þ G

" #
� 0

G AiGþBYð ÞT WGð ÞT Q1=2Gð ÞT R1=2Y
� �T

AiGþBY G 0 0 0

WG 0 aI 0 0

Q1=2G 0 0 cI 0

R1=2Y 0 0 0 cI

2
6666664

3
7777775
� 0

u2maxI Y

YT G

� �
� 0

G� aI[ 0

ð33Þ

4 Results, Analysis and Discussions

The performances of the proposed control design are illustrated through simulations.
The numerical parameter values used are given by:

• PV generator: RSH = 13.5620 Ω, RS = 0.2670 Ω, Ipv = 19.2000 A,
• Capacitor: C = 4000.10−6 F.
• The permanent magnet DC motor-pump is characterized by a nominal operating

point: Un = 24 V and In = 12 A, Wn = 3000 round/mn (rpm) and a power
Pn = 0.3 hp.
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• The identified parameters of DC motor are in USI: Ra= 1.072, La= 0.05,
J = 476.10−6, F = 88.10−5, kT = 14.10−4, kb = 45.10−3.

Figure 4 depicts the transient simulation of the PV pumping system under the
dynamic resistance perturbations. The waveforms depicted in the Fig. 4 are the duty-
cycle d, PV voltage vpv, PV power and motor speed x. It can be noted that the voltage
output response settle to their desired value with a saturated control input signal at

Fig. 4. The transient simulation of the PV system

346 O. Hazil et al.



43%. Simulation results demonstrate that our controller guarantees better stabilization
performance and better time response (0.3 s). Moreover, the proposed controller is
robust with respect to dynamic resistance change.

5 Conclusions

In this paper, a robust model predictive control approach based on linear matrix
inequality has been proposed for the nonlinear systems subject to parametric uncer-
tainties. The LMI-based RMPC controller has been applied to regulate the PV gen-
erator voltage of a photovoltaic pumping system.

At first the non linear state space averaging model of PV pumping system is
generated and linearized around equilibrium point, this model take into account
parametric uncertainty by means of a polytopic representation. Then, the state feedback
control law is obtained by minimizing the upper bound of the infinite horizon cost
function at each time instant. The stability condition of the closed-loop system is
guaranteed over the whole uncertainty domain in the sense of Lyapunov.

References

1. Appelbaum, J., Bany, J.: Analysis of a direct coupled DC motor and a photovoltaic
converter. In: 1st Commission of European Community Conference on Photovoltaic Solar
Energy, Luxembourg, Reidel, Dordrecht, The Netherlands, 27–30 September 1979

2. Singer, S., Appelbaum, J.: Starting characteristics of direct current motors powered by solar
cells. IEEE Trans. Energy Convers. 8(1), 47–53 (1993)

3. Hua, C., Shen, C.: Study of maximum power tracking techniques and control of DC/DC
converters for photovoltaic power system. In: Proceedings of 29th Annual IEEE PESC,
pp. 86–93. IEEE Computer Society Press, New York (1998)

4. Masoum, M.A.S., Dehbonei, H., Fuchs, E.F.: Theoretical and experimental analyses of
photovoltaic systems with voltage- and current-based maximum power-point tracking. IEEE
Trans. Energy Conver. 17 (4) (2002)

5. Kothare, M., Balakrishnan, V., Morari, M.: Robust constrained model predictive control
using linear matrix inequalities. Automatica 32, 1361–1379 (1996)

6. Boyd, S., Ghaoui, L.E., Feron, E., Balakrishnan, V.: Linear Matrix Inequalities in Control
Theory. SIAM, Philadelphia (1994)

7. Nakanishi, F., Ikegami, T., Ebihara, K., Kuriyama, S., Shiota, Y.: Modeling and operation of
a 10 kw photovoltaic power generator using equivalent electric circuit method. In:
Proceedings of IEEE Photovoltaic Specialists Conference (2000)

8. Sitbon, M., Schacham, S., Kuperman, A.: Disturbance observer based voltage regulation of
current-mode-boost-converter-interfaced photovoltaic generator. In: IEEE Transactions on
Industrial Electronics, pp. 0278–0046 (2015)

9. Elgendy, M.A., Zahawi, B., Atkinson, D.J.: Assessment of perturb and observe MPPT
algorithm implementation techniques for PV pumping applications. IEEE Trans. Sustain.
Energy 3(1), 21–33 (2012)

10. Tian, H., Mancilla-David, F., Ellis, K., Muljadi, E., Jenkins, P.: A cell-to-module-to-array
detailed model for photovoltaic panels. Sol. Energy 86(9), 2695–2706 (2012)

A Robust Model Predictive Control of a DC/DC Converter 347



Modeling of a Solar Cooling Machine
by Absorption Using RBF Neural Networks

Kheireddine Lamamra1,2(✉), Djilali Khane3,4, and Chokri Ben Salah5

1 Department of Electrical Engineering, University of Oum El Bouaghi, Oum El Bouaghi, Algeria
l_kheir@yahoo.fr, Lamamra.kheireddine@ieee.org

2 Laboratory of Mastering of Renewable Energies, University of Bejaia, Bejaia, Algeria
3 Science and Technology Department, University Centre Morsli Abdallah of Tipaza,

Tipaza, Algeria
4 Green Energy Solar Company, Business Center,

Office No. 13/4, Zéralda, Algiers, Algeria
djilkhane@gmail.com

5 Control and Energy Management Laboratory (CEMLab),
Department of Electrical Engineering,

National School of Engineers of Sfax, Sfax, Tunisia
chokribs@yahoo.fr

Abstract. In this work, the modeling of a solar absorption cooling machine is
presented using Artificial Neural Networks of the Radial Basic Function (RBF)
type optimized by multi-objective genetic algorithms. The neural model obtained
is compared with the results obtained with the Lansing model in order to validate
its efficiency for the characterization of the coefficient of performance (COP) of
absorption machines that produce cold with solar energy and the energy efficiency
of this type of machine in order to reduce consumption. The optimization of the
structure of the neural model and its learning are ensured by the NSGA-II genetic
algorithms by optimizing two functions which are the learning error and the
number of neurons in the hidden layer of the neural model. The obtained model
offers the possibility of changing several parameters at the same time and facili‐
tates the calculations and opens up fields of future research more push for this
type of machine.

Keywords: Absorption machine · Lansing model · Modeling
RBF neural networks · Solar cold production

1 Introduction

Solar energy is the energy produced from the conversion of solar radiation. It is consid‐
ered an inexhaustible source. The sun sends to the surface of the Earth a radiance that
represents annually about fifteen thousand times the energy consumption of humanity
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[1]. This energy represents an instantaneous power received from about 1 Kilowatt peak
per square meter (KWp/m2) distributed over the entire spectrum, from ultraviolet to
infrared. Studies have shown that the deserts receive in a few hours, more energy than
that equivalent in annual consumption of all mankind [2].

Air conditioning helps maintain comfort and ambient air characteristics in temper‐
ature, humidity and air quality for human feel and due to power consumption; it is best
to use cooling systems with solar energy. This procedure covers several positive aspects,
mainly to limit the use of a conventional air conditioning known for its negative impacts
on the environment [3–5]. A traditional air conditioner produces cold by compressing
a so - called “refrigerant” or “refrigerant” fluid that has the ability to absorb large quan‐
tities of heat when it passes from its liquid phase to its gaseous phase at the evaporator.
Therefore, it consumes electricity to operate the compressor and the refrigerant.
Although it is in a closed circuit, fluid leaks are not uncommon [3, 4, 6]. In the case of
solar air conditioning, the calorific energy delivered by the solar system is used by
refrigeration or air-conditioning machines to produce refrigerating energy to ensure the
refreshing of the premises [7, 8]. According to the French Environment and Energy
Management Agency (ADEME: l’Agence De l’Environnement et de la Maîtrise de
l’Energie), it is necessary to speak more precisely of “systems of air conditioning of the
buildings assisted by the solar”. In other words, the power supply to the installation is
based on a mix: solar energy/conventional energy [ADEME], [4, 9].

In this work, simulations of a solar absorption cooling machine with an artificial
neural network model of the RBF type are presented with the aim of replacing the math‐
ematical models by a model which facilitates the numerical programming and which
gives a flexibility in the choice of several variables simultaneously for the outputs which
give rise interpretations of this machine. The neural model designed is optimized by
multi-objective genetic algorithms, which are used to ensure the best possible learning
of the neural model and to obtain an optimal structure by optimizing the neuron number
in the hidden layer of the neural model.

2 Sorption Machines (Closed Systems)

Usually, refreshing systems using solar energy are divided into two categories: closed
systems and open systems. Open systems cool the air directly, whereas closed systems
produce chilled water which will then be used for cooling or dehumidifying the air. In
sorption machines, mechanical compression is replaced by thermal compression in
contrast to conventional electric air conditioning which produces cold by compressing
a fluid. These systems also use a refrigerant and its phase changes (liquid/vapor) but
they cause them through a supply of heat. The refrigerant is in this case water added
with a second component. If the latter is a liquid, then it is called an absorbent and an
absorption machine, if it is a porous solid, then we speak of adsorbent and adsorption
machine [ADEME].

In absorption refrigeration machines used in air conditioning, the absorbing
substance is generally lithium bromide (LiBr), the refrigerant fluid, water. The ammonia/
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water couple can also be used. The temperature of the water used for the decomposition
of water and absorbent must be between 80 and 120 °C (Fig. 1).

Fig. 1. Absorption Machine Operation [10].

A refrigerating machine is energy efficient if it requires little energy to provide a
given refrigeration capacity. Its efficiency is evaluated by the calculation of the coeffi‐
cient of performance (COP): ratio between the refrigerating power produced and the
power supplied to the compressor. In the case of a traditional refrigerating machine, the
power supplied is electric. The COP of such a machine can reach the value of 3 or more.
In the case of an absorption refrigerating machine, the thermal COP rotates around 0.7;
that of an adsorption machine ranges between 0.5 and 0.6. These sorption machines are
already widespread in the industrial sector because some processes release a large
amount of heat, from which it is possible to derive an otherwise useful refrigerating
power. In the building sector, the idea is to couple these machines with a co-generator
or solar panels. The heat required to separate the two products would therefore come
from a co-generator or thermal solar panels. The challenge now is to reduce the size and
power of machines so that they can be integrated into the building sector. Generally,
current closed systems represent the majority of existing solar cooling systems, with a
preponderant share for absorption systems [4, 8, 11].

The possibility of cold production from solar energy was initiated by technological
developments in the solar sector. The calculation of any refrigeration cycle must lead to
the determination of the different flow rates of the mixture as well as the operating condi‐
tions such as temperature, pressure and composition in each part of the system. In this
work, the machine studied is an absorption using the LiBr-H2O couple and the thermo‐
dynamic study of the absorption cycle with a heat exchanger (Absorber-generator).

3 Absorption Refrigerating Machines Using the Torque (Libr-
Water)

The cooling capacities of these machines are very high, their ranges range from 1 KW
to 3.5 KW approximately, they are very used in Air conditioning [6, 12]. Figure 2 shows
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a diagram of an H2O/LiBr absorption plant. In this installation, the water represents the
refrigerant while the absorber is LiBr. LiBr is a solid salt, but when mixed with sufficient
water, a homogeneous liquid solution is obtained.

Fig. 2. Schematic diagram of a solar absorption machine (H2O/LiBr) [10]

The main advantage of this system is that the LiBr is not volatile. Thus, in the gener‐
ator, only water vapor will be formed, but the main disadvantage is the supply of the solid‐
ification temperature of 0 °C. These installations are used in air conditioning (>0 °C) [6, 13].

3.1 Operation

The solution H2O/LiBr heated in the generator, the water separates as vapor, the solution
remains diluted in LiBr (unlike the NH3 solution which it depletes in the boiler). The free
water vapor is condensed in the condenser and then passes to the evaporator where it vapor‐
izes. The water vapor produced is absorbed by the concentrated solution from the boiler
which is depleted in the absorber. The pump returns this solution to the boiler for a new
cycle. The low pressures combined with the boiler and the condenser on the one hand
(1.6 bar absolute on average) and the evaporator and the absorber on the other hand allowing
to concentrate in two blocks which are represented in the form of cylinders: Boiler and
Condenser; Evaporator and Absorber. The very low overall pressure (evaporator/absorber)
forces to maintain a high vacuum in this part of the installation so that the vaporization
temperature of the water is close to 0 °C, this vacuum is maintained by a pump [6, 12, 13].

3.2 Representation of Absorption Cycle in Diagrams

It can be seen that for absorption machines, the number of independent variables makes it
impossible to use the thermodynamic diagrams valid for mechanical compression systems,
so two diagrams will be used [14–16]: Oldham Diagram and Merkel diagram. This is the
most widely used diagram for a study of an absorption cycle. In this diagram, the lines of
concentration are straight lines. It is useful for approximating a cycle and to check if the
temperatures are compatible, but it does not provide thermodynamic information. For this

Modeling of a Solar Cooling Machine by Absorption Using RBF 351



purpose the Merkel diagram is used. The latter allows a complete study of the absorption
machine because, in addition to the information given in the diagram, it gives information
on the enthalpy of the liquid solution and the vapor of the refrigerant, it is a diagram (X,
H) parameterized in pressure and temperature for the solution, pressure for steam [14–16].

4 Thermodynamic Calculation of an Absorption Machine (H2O/
LiBr)

To determine the pressures and concentrations of the solution in the cycle, either: The
diagrams mentioned above and mathematical models describing the different concentra‐
tions as a function of working temperatures. In our work we chose to work with the Lansing
model [17].

4.1 Mass Balance

At the absorber, two mass balances can be carried out by [12]:

mr + mc − md = 0 (Overall assessment of the solution)

mcXc−mdXd = 0 (Balance LiBr)

From this we deduce an expression of mc and md in terms of mr and different titles
of refrigerant.

md = mr

Xc

Xc − Xd

; mc = mr

Xd

Xc − Xd

4.2 Enthalpic Balance

The enthalpy balance is carried out on each component exchanging heat or working with
the external environment [2]:

Qa + QC = Qe + Qg

Condenser: Qc = mr(h7 − h8)
Evaporator: Qe = mr(h10 − h9)
Generator: Qg = mfh7 + mch4 − mdh3
Absorber: Qa = mdh1 − mrh10 − mch6
Pump: Wp = md(h2 − h1)

4.3 Specific Solution Flow Rate (Circulation Rate)

The specific solution Flow Rate (FR), which is the ratio of the mass flows of the diluted solu‐
tion (md) pumped by the pump and of vapor (mr) desorbed to the generator, is written [12]:
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FR =
md

mr

=
Xc

Xc − Xd

où:

Xc: the title of the concentrated solution leaving the generator to reach the absorber.
Xd: the title of the binary mixture rich in refrigerant leaving the absorber to join the

generator.

4.4 The Degassing Range

The difference (Xc–Xd) is called the degassing range, it is noted (ΔX) [12]: ΔX = Xc–
Xd

A. Determination of Performance Coefficient COP
Using the above equations, we can express the COP by:

COP =
Qe

Qg + Wp

=
mr

(
h10 − h9

)

mrh7 + mch4 + md

(
h2 − h1 − h3

)

5 Thermodynamic Analysis and Performance Calculation

In this work, a RBF neural model is elaborated. This model is optimized by NSGA-II
multi-objective genetic algorithms and allows to determine the thermodynamic properties
of each state in the cycle of an absorption refrigerating machine. L. Lansing has devel‐
oped a mathematical model describing the different behaviors and the different thermo‐
dynamic properties of the absorption cycles for the couple (LiBr-Water) [17]. The estab‐
lished model works in the concentration range of solutions between 0.50 and 0.56 with an
error of 0.2%.

The analysis of the simulation and the modeling procedure of a lithium bromide/water
absorption system, are according to the following initial conditions: the temperature of the
generator 90 °C, the temperature of the evaporator 7 °C, absorber and condenser temper‐
ature 40 °C, efficiency of exchanger 0.8, refrigeration capacity is 3024 kcal/h (3.5 kW).

The determination of the thermodynamic properties of each state in the cycle, the
amount of heat transferred in each component and the flow rates of the different lines
depends on the set of the following contribution parameters [6, 12, 14]:

• Temperature of generator Tg, [°C].
• Evaporator temperature Te, [°C].
• Condenser temperature Tc, [°C].
• Temperature of the absorber Ta, [°C].
• Liquid-liquid heat exchanger efficiency Eff.
• The refrigeration charge QE.

All parameters can be determined by actual measurements or assumed by a first
reasonable estimate. The work of the pump, the pressure losses in the various compo‐
nents are neglected.

Thus, the first law of thermodynamics is [12]:
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QC + QA = QG + QE

The coefficient of performance (COP)
It is defined by:

COP =
refrigeration capacity

motor power
=

QE

QG

The ideal coefficient of performance
The maximum COP of an absorption machine is given by [17]:

(COP)max =
Te

(
Tg − Ta

)

Tg

(
Tc − Te

)

where Te, Ta, Tc and Tg are respectively: the absolute temperatures of the evaporator,
the absorber, the condenser and the generator.

Hence the report of the COP (Cop ratio) [17]

Cop ratio =
(COP)

(COP)max

It is called the relative COP.

6 Modeling of the Solar Cold Production Machine by Absorption
by RBF NN

In this work, the modeling of the machine of production of the solar cooling by absorp‐
tion is carried out using the artificial neurons networks type of RBF optimized by the
multi-objective genetic algorithms with the objective is simplifying the study in simu‐
lation of this machine by replacing several mathematical equations with a simple neural
model and facilitated simulation testing and analysis which saves valuable time and
avoiding complicated mathematical equations, allowing the use of this neural model by
any user without the need to use these mathematical equations. The neural model also
allows possible to make the variation of several parameters simultaneously which is
very difficult using the mathematical equations [18].

6.1 Neural Networks

NN are data processing techniques able to modeling non-linear systems and approxi‐
mating any function with some approximation error [19, 20]. In this work, the structure
of the neural model of the solar absorption cooling machine is optimized by NSGA-II
multi-objective genetic algorithms. This also ensures the learning of this model.
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6.2 The NSGA-II Multi-objective Genetic Algorithm

The construction and the learning of the RBF neural model is performed by the Multi
Objective Genetic Algorithm type of NSGA-II (Non-dominated Sorting Genetic Algo‐
rithm) developed and improved by chromo-somes. It’s an elitist algorithm and in order
to manage elitism, it evolves so that at each new generation, the best individuals encoun‐
tered are retained. The functioning of this algorithm is as follows: At first, an initial
population is randomly created, then a sorting operation is performed using the non-
domination concept. for each solution it is assigned a rank equal to the level of non-
dominance, the rank 1 for best, 2 for the next level, etc. Then, a tournament of parents
selection is performed during the reproduction process.

Once two individuals of the population are randomly chosen, the tournament is
performed on a comparison of the domination with constraints of the two individuals.

For a given generation t, after creating a children population Qt from the previous
population Pt (generated from the parents via the genetic operators, crossover and muta‐
tion), it is created a population Rt that includes the parents population Pt and the children
population Qt a manner that Rt= PtUQt, that ensures the elite nature of the NSGA-II
algorithm. Then the population Rt contains twice the size of a population (2 N individ‐
uals: N for parents and N for children).

As a result, the concept of non-dominance of Pareto is applied to sort Rt, then indi‐
viduals of Rt will be grouped in successive fronts (F1, F2, … etc.) as F1 represents
individuals of rank 1, F2 individuals of rank 2, etc.

After, the size of Rt should be reduced to N individuals in order to form the next
population Pt+1, so N individuals from Rt must be excluded from the next population.
If the size of the front F1 is less than N, then all its individuals are preserved and It is
the same procedure for the other fronts while the number of the preserved individuals
does not exceed the size N.

For example, fronts F1 and F2 can be fully preserved, by against the conservation
of the front F3 will result in exceeding the size N of the population Pt+1, then, it’s neces‐
sary to make a selection to determine individuals to keep. To do that, NSGA-II performs
a mechanism for preserving the diversity in the population based on the evaluation of
the individuals density around each solution across a calculating procedure of the
“distance proximity”. Thereby, a low value of the proximity distance for an individual
is an individual “well surrounded”.

It then proceeds to a descending sorting according to this proximity distance to
preserve the necessary number of individuals of F3 front and remove some individuals
from the densest areas. With this way, the population Pt+1 is made up to N individuals
and diversity is ensured. The individuals with extreme values of the criteria are main‐
tained by this mechanism, which keeps the external bounds of the Pareto front.

At the end of this phase, the population Pt+1 is created. Then a new population Qt+1
is generated from Pt+1 by the reproduction operators.

The procedure described above is repeated by ensuring elitism and diversity until
the satisfaction of the stopping criteria defined beforehand.
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6.3 Learning of Neural Model by the NSGAII

The NSGA II is used to optimize the structure and parameters of the RBF NN by opti‐
mizing two objective functions that are: The number of neurons in the hidden layer (f1)
and the quadratic error which is the difference between the desired input of the output
of the neural model (f2).

The NSGA-II should find the best number of neurons in the hidden layer (Nn), find
the parameters of the radial function of neurons of the same layer and also provide the
best connection weights between neurons in the hidden layer and the output layer. Here
we used a Gaussian form of the radial functions, and NSGA-II must find the best centers
(Ci) and the best widths sigma (Sigi) for these functions.

For that, the genetic chromosome contains: the number of neurons in the hidden
layer, Gaussian functions centres and widths of the hidden layer neurons, and the weights
of connections between the hidden layer and the output layer. It’s structure has the
following form:

[NnC1C2 …CNnsig1sig2 … sigNnZ1Z2 …ZNn]

where:

• Nn: the number of neuron in the hidden layer.
• C2 C1 … CNn: the Gaussian functions centres of the hidden layer neurons.
• sig1 sig2 … sigNn: are the sigma widths of the Gaussian functions of the hidden layer

neurons.
• Z1 Z2 … ZNn: the connection weights between the hidden layer neurons and the output

layer neuron.

The length of the chromosome (Lch) depends on the number of neurons in the hidden
layer (Nn) and the number of neurons of the output layer (Nns) because the inputs are fixed
to six inputs. The general expression of the length of the chromosome (Lch) is given by:

Lch =
(
2 + Nns

)
∗ max

(
Nn

)
+ 1

The population size Tm (population matrix) is given by:

Tm = N ∗ ((2 + Nns) ∗ max
(
Nn

)
+ 1))

N: number of individuals in the population.
The inputs of the neural model are: generator temperature Tg, evaporator temperature

Te, condenser temperature Tc, absorbing temperature Ta and liquid-liquid heat
exchanger eff efficiencies as well as the error of modeling em.

After the evolution of several generations of NSGA-II, an individual is chosen from
the non-dominated individuals obtained from the Pareto front of the last generation. This
individual represents the chosen neural model of the solar cooling machine by absorption
is composed of 12 neurons in the hidden layer. The obtained results from this model are
presented in the following section.
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7 Results and Interpretations

The obtained results are presented below and it show that the NSG-II optimized RBF
neural model obtained is identical to the model obtained via the mathematical equations
of the Lansing model, with more flexibility concerning the variation of the input param‐
eters. It should be noted that in order to have more precision and the neural model to
learn better, a temperature step equal to 0.25°C was used for all the tests carried out.

Figures 3, 4, 5, 6, 7, 8, 9 and 10 respectively show: the variation of the coefficient
of performance of the neural model COPnn and that of the Lansing model COPL as a
function of the variation in temperatures: of the generator Tg, the absorber Ta, the
condenser Tc, the Te evaporator. Each of these figures is followed by a figure of the
corresponding instantaneous modeling error.

Fig. 3. Variation of Cop as a function of the generator temperature of the neuronal model and
the Lansing model

Fig. 4. Modeling error (Cop of neural model and Cop of Lansing model as a function of generator
temperature).
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Fig. 5. Variation of the Cop of the neuronal model and that of the Lansing model as a function
of the Absorber Temperature

Fig. 6. Modeling error (Cop of neural model and Cop of Lansing model as a function of Absorber
Temperature).

Fig. 7. Variation of the Cop of the neural model and that of the Lansing model as a function of
the condenser temperature.
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Fig. 8. Modeling error (Cop of neural model and Cop of Lansing model as a function of condenser
temperature)

Fig. 9. Variation of the Cop of the neural model and that of the Lansing model as a function of
the Evaporator Temperature.

Fig. 10. Variation of the Cop of the neuronal model and that of the Lansing model as a function
of the Evaporator Temperature.

Figures 11 and 12 show respectively, the variation of the COP of the neural model
(COPnn) depending on the exchanger efficiency and its variation according to the
generator temperature for different values of the exchanger efficiency.
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Fig. 11. Variation of the COP of the neural model as a function of the exchanger efficiency

Fig. 12. Variation of the COP of the neural model as a function of the generator temperature Tg
for different values of the exchanger efficiency.

Discussion of results
According to the obtained results, the following remarks can be made:

– In Fig. 3, the COPnn increases with the increase of Tg until reaching a maximum
value 0.78, for Tg = 92 °C, with an instantaneous error of ecop= 0.97 × 10−3 compared
with the Lansing model, then the COPnn value remains almost constant and does not
fall below 0.777 for Tgmax = 100°C. After this value, the investment is not important
as long as the same COP is kept.

– The COPnn decreases with the increase of Ta and of Tc (Figs. 5 and 7). In the absorber
there will be a need for cooling to ensure the proper functioning of the chemical
reaction Lithium-water bromide. The water vapor leaving the generator passes to the
condenser where it condenses at ambient temperature, the phenomenon of conden‐
sation is necessary in order to have the water completely liquid at the outlet of the
condenser. If the ambient temperature (of the capacitor) increases, it will not have
100% liquid at the output of the condenser therefore the COPnn decreases.

– When Te increases (Fig. 9), the quantity of heat extracted by the evaporator Qe also
increases and consequently increases the COPnn.

– According to all these results, it should be noted that the instantaneous modeling
errors of all the tests are very low (Figs. 4, 6, 8 and 10). The largest quadratic modeling
error is that of the neuronal model for Tc where eqmoy (Tc) = 2.8 × 10−5.

– It is obvious from these results that the neural model conforms to the mathematical
model, which is why we have adopted the neural model for the study of the variation
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of the COPnn as a function of the exchanger efficiency and variation of the COPnn
as a function of the generator temperature Tg for different values of the exchanger
efficiency from 0.5 to 0.9 (Figs. 11 and 12).

– The COPnn increases with the increase of Eff, this behavior of the neural model is
correct because if the heat exchanger accepts a good efficiency, it implies an increase
of the temperature of the solution at the input of the generator, which helps to produce

less energy to it according to the following equation COP =
Qe

Qg
; the COPnn increases.

– For different values of the exchanger efficiency, the COPnn increases with the
increase of Tg until reaching the maximum value for each curve of Eff.

– All the curves of COPnn (Fig. 10) tend towards the same constant value with a minor
difference, so from this value the investment does not seem important.

8 Conclusion

In this work, artificial neural networks of type Radial Basis Function (RBF) were used
to model the refrigeration absorption machine. The neural model is optimized by Non-
dominated Sorting Genetic Algorithm (NSGA II). The obtained model makes possible
to facilitate the calculation of the operating conditions of these types of absorption
systems, knowing that the determination of the performance of a system by the conven‐
tional methods takes a long time.

The thermodynamic analysis of the solar absorption refrigeration machine modeled
here by a neuronal model has shown that more the boiler temperature is high, more the
COPnn of the refrigeration system is higher, since the heat flow captured by the solar
heating sensor, directly affects the temperature of the boiler, thus influencing the coef‐
ficient of performance of the absorption refrigerating machine.

According to the simulation study of the solar absorption refrigeration system, a
COPnn of the refrigerating machine can be reached by choosing a better solar collecting
surface and ensuring the correct cooling of the condensers and the absorber.

From the obtained results, it is clear that the neuronal model optimized by the genetic
algorithms is practically identical to the model obtained via the mathematical equations
of the Lansing model. However, this neural model of RBF type, allowed us to avoid the
use of mathematical equations, which will become very complicated by varying several
parameters simultaneously. Through this neural model it was possible to study the
variation of the COP as a function of the different temperatures and also as a function
of the temperature of the generator for different values of the exchanger efficiency. In
future work, we will exploit this neural model to study the behavior of the machine by
varying several parameters simultaneously, which is difficult by the Lansing model but
the neural model will save a lot of time. It is also interesting to determine the surface
area of the solar thermal collectors needed for the operation of such machines, taking
into account the ratio performance/investment price in order to optimize its efficiency.
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Abstract. Time Domain Reflectometry (TDR) is commonly used to detect and
localize hard faults in electric network. Unfortunately, in the case of soft fault
especially in the case of complex network (network with several branches) it
remains very difficult to detect the affected branch. In order to resolve this
problem, we propose a new approach based on the Time Domain Reflectometry
combined with Neural Network method (NN); the response of the electric
network is obtained by applying the Finite Difference Time Domain method
(FDTD) on the transmission line equations and the inverse problem is solved
using Neural Network, very acceptable results are obtained basing on our new
strategy which is capable to: define the fault by given the correct value of both
of resistance and position, define the state of electrical network online, detect
and localize more than one soft fault.

Keywords: Soft fault � Inverse problem � Neural network
Time domain reflectometry

1 Introduction

The most widely used technique for wire fault location and identification is Time
Domain Reflectometry (TDR) where a specific signal is injected into the wiring net-
work at the injection point and the reflected signal is analyzed. This last signal contains
information about wire impedance, wire length, loads and sources …etc. In practice,
different kinds of reflectometry methods are developed such as Time-Frequency
Domain Reflectometry (TFDR), Spectrum Time Domain Reflectometry (STDR) [1, 2]
and Multicarrier TDR (MCTDR) [3]), However, these techniques can locate hard faults
(open and short circuits) that generate big reflection but they are not always capable to
locate the small anomalies such as frays or chafes, diverse works have demonstrated
success in locating faults such as [4] where TDR is combined with wavelet and Neural
Network in order to detect and locate hard faults and in [5, 6], use the baseline method,
in this last the output signal of the faulty wiring is compared with the output of the
healthy wiring in order to detect and locate soft faults. This baseline approach is a
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natural efficient find of soft fault, but it is not able to define the nature of faults by given
the exact resistance values. Another way although known reflectometry is an efficient
method to diagnose simple topologies, it remains limited in the case of complex multi
branch networks., also it remains limited in the case of electrical network affected by
two simultaneous soft faults where they are not able to detect and locate theme in
alternative approach Genetic Algorithm (GA) [7], Particle Swarm Optimization
(PSO) [8], is to use a direct model in iterative procedure, where each one from pre-
viously methods is applied to the inverse process after generated TDR response and
compared with measured one, however the inconvenient of these methods is compu-
tationally expensive where they need very long time for diagnosis. For solving these
two problem (soft fault detection and localization, diagnosis online) a new approach is
proposed for solving these two problems at the same time, it based on the combination
of the Time Domain Reflectometry (TDR) and Neural Network (NN), where the
response of the transmission line is obtained using the Finite Difference Time Domain
method (FDTD) applied to transmission line equations, and NN method is applied to
solve the inverse problem for identifying the faults.

2 Wave Propagation Model

RLCG circuit model is used for modeling Multiconductor Transmission Line
(MTL) where the differential equations are defined by:

@

@z
½vðz; tÞ� ¼ �½R� � ½iðz; tÞ� � ½L� � @

@t
½iðz; tÞ� ð1Þ

@

@z
½iðz; tÞ� ¼ �½G� � ½vðz; tÞ� � ½C� � @

@t
½vðz; tÞ� ð2Þ

[R], [L], [C] and [G]: are the per-unit-length parameters, respectively, the series
resistance, the series inductance, the shunt capacitance and the shunt conductance [9].
z and t: are space and time variables respectively.

This model is actualized by writing Kirchhoff’s laws and taking the limit as
Dz ! 0. Finite Difference Time Domain (FDTD) method is used to determinate the
time-domain solution of the MTL, this method samples the space variable (line axis) in
Dz increments also the time variable t is discretized in Dt increments, the finite dif-
ferences is used to approximate the derivatives in MTL equations. The length of the
spatial cell size Dz and the sampling interval Dt are chosen by insurance of the stability
condition Dt ¼ Dz=v.

v: is the wave propagation speed or velocity of propagation trough the transmission
lines.

The currents and voltages are calculated by solving the matrix Eq. (3) [10].

fð½x�Þ ¼ ½A�½X� � ½B� ¼ ½0� ð3Þ
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The vector [X] includes the unknown currents and voltages at all nodes in the
network and each line multiconductors. The [A] matrix is composed in two sub-
matrices [A1] and [A2] where: [A1]: sub-matrix derived from terminal conditions for
all tubes (coupled transmission line); [A2]: sub-matrix derived from the Kirchhoff’s
laws (KCL and KVL) for the junctions (extremities and interconnections networks).
[B] Is the excitation vector. Once matrix [A] and vector [B] are determined the solution
of matrix Eq. (3) at every time step Dt yields the currents and voltages in every node of
the network.

3 Proposed Approach

3.1 Neural Network

In general, Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) use a
direct model in iterative procedure, where the parameters of theoretical model are fitted
by adjusting the difference between the simulated response and the measured one using
the iterative procedure. However the numerical solution is computationally expensive,
furthermore, the diagnosis process will be more complicated. For solving this problem,
the neural networks [11, 12] are good candidates, where it can be adjusted offline with a
database includes information about the wiring network topology in order to use it
online if required, also they can approximate a wide range provided which are previ-
ously trained. The topologies of used neural network is Multi-Layer Perceptron MLP,
the retained structure containing input layer, one or more hidden layer and output layer.
Each layer is composed of nodes and in the totally connected network considered, here
each node connects to every node in subsequent layers (Fig. 1). The hidden unit nodes
have the hyperbolic tangent activation functions and the outputs have linear activation.
The Levenberg–Marquardt algorithm is used to adjust the variables of the NN.

Fig. 1. Multi-layer perceptron neural network
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3.2 Hybrid TDR-NN

At first, the signal of voltage difference between the response of healthy and the
response of faulty network is used from the input of electrical network. Two groups of
candidate features are extracted based on TDR difference signals. The max voltage
amplitude in the signal of difference is selected with it corresponding time appearance,
here the first group of candidate is the time appearance (t) of the magnitude max which
is used to localize the fault and the second group of candidate is the max voltage
magnitude which is used to define the nature of faults by given the exact resistance
value. The inverse problem is used by applying the NN to detect and localize faults in
electrical network. Multi-Layer Perceptron (MLP) NNs are used. The structure of MLP
composed of two layers NNs with hyperbolic tangent activation functions in the hidden
layer and of a single neuron having a linear activation function in the output layer. The
datasets desired to train the NN were formed based on TDR method described above.
The datasets are constituted of examples linking the time appearance (t) to the position
of the fault, and the max voltage amplitude to it corresponding fault resistance Fig. 2,
the training domain is as follow: the examples of the training dataset deduced to the
NN, the output of the NN is compared to the one contained in the dataset. The error at
the output obtained is reduced by Levenberg–Marquardt algorithm where is used to
adjust the variables of the NN. The generalization capability of the NN is examined by
calculating the Mean Square Error (MSE) obtained on the test set which contains
input/output data not contained in the previous set.

Fig. 2. Diagram of the proposed algorithm
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4 Results and Discussion

4.1 Validation

In order to validate our MTL model, the configuration illustrated in Fig. 3b has been
considered, this network consists of electric cable with cross section shown in Fig. 3a,
this cable is largely used in embarked equipments (train, car, ship, aircraft …etc.),
where r = 0.5e–3 m, and D = 2.06e–3 m. The distributed parameters L, and C, R, G
can be calculated based on formulation proposed in [13]. The comparison between our
numerical results and real measurements published by [7] is carried for a complex
network; this last includes six open branches of L1 = 1 m, and L2 = 0.60 m,
L3 = 2.25 m, and L4 = 4.25 m, L5 = 1.75 m, and L6 = 1 m.

The source signal is a raised cosine pulse [14].

eðtÞ ¼ 0:5ð1� cosð2pFtÞÞ 0\t\ 1
F

0 otherwise

�
ð4Þ

Where F is the pulse frequency.
It is shown that our simulation results based on resolving the transmission line

equations by FDTD (Fig. 3c) are practically the same to the published one in [7]
(Fig. 3d). This fact confirms the validation of our proposed approach and permit to use
our model to make a detailed investigation.

Fig. 3b. Configuration of network under study.

Fig. 3a. Cross-section of the used cable.
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4.2 Parametric Study

In this part, we consider the network configuration represented in Fig. 3b. In the first
case, a soft fault (local change on the characteristic impedance) in branch L2 at
LF1 = 1.4 m from the input is considered (Fig. 4a). We notice that, the soft fault is
represented by a localized change of characteristic impedance DL (DL = 2 cm) in the
two cases. We consider different values of the fault impedance (Zc + DZc), each one is
corresponding to DZc, different as illustrated in Fig. 4b.

Fig. 3c. Network reflectometry response, our calculated result.

Fig. 3d. Network reflectometry response, published results by [7].

Fig. 4a. Configuration under study with soft fault at L2.
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The second one involves networks affected by soft fault in branch L5 at LF2 =
6.25 m from the input (Fig. 5a).

Figures 4b and 5b shows the reflectometry response in case of one soft fault
situated at two different positions (FL2 = 1.4 m at L2 (Fig. 4a) and FL5 = 6.25 m at L5
(Fig. 5a)), it is clear that in the two cases, the reflectometry signals of the soft fault
(Figs. 4c and 5c) generates some small variation in the reflectometry response, based
on these two figures it’s not possible to deduce anything about the fault position or
anything else. However, if we make a difference between the response of healthy and
faulty networks as in Figs. 4c and 5c, we remark some reflections of the signal in the
vicinity of the fault position which are proportional to the fault resistance.

Fig. 4b. Network reflectometry response (input).

Fig. 4c. Difference signal between healthy and faulty network (input)
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Fig. 5a. Configuration under study with soft fault at L5.

Fig. 5b. Network reflectometry response (input)

Fig. 5c. Difference signal between healthy and faulty network.
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4.3 Case of Network Affected by Two Simultaneous Soft Faults

The case of electrical network affected by two soft faults has been considered; the two
faults affect the branches called L2 and L5 respectively with 10% of impedance change
at L2 and 60% impedance change at L5. Figure 6 shows the difference signal between
healthy and faulty network in case of two simultaneous soft faults. It is shown that the
location of the soft faults is clear but it is impossible to define the two soft faults by
their resistances.

4.4 Inverse Problem

In order to give complete information about the soft faults by defining their resistances,
a new proposed strategy has been considered basing of the inverse problem (Fig. 7);
where the inverse problem is applied by using four (04) NNs for the two cases. We use
the first NNp for the fault localizing in electrical network, the last three NNr are used
for the estimation of the faults resistance; where the first NNr1 is used to characterize
the faults situated before junctionJ1, the second NNr2 is used to characterize the faults
situated between junction J1 and junction J2 and the third NNr3 is used to characterize
the faults situated after junction J2 (Fig. 7). This distributed of NNr (NNr1, NNr2,
NNr3) has been chosen because of the junction which divided the signal voltage
between them; this separation is proposed in order to increase the efficiency of our
analysis. The NNp contains two hidden layers (33,25) neurons with hyperbolic tangent
activation functions and the output layer constituted of a single neuron having a linear
activation function, and NNr contains one hidden layer of (25) neurons with hyperbolic
tangent activation functions and the output layer constituted of a single neuron having a
linear activation function. The datasets are constituted of examples linking the time

Fig. 6. Difference signal between healthy and faulty network in case of two simultaneous soft
faults.
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appearance (t) to the position of the fault, and the max voltage amplitude to it corre-
sponding fault resistance. The number of examples input/output database is 1580
examples for each NNr and about 1397 examples for NNp each dataset is randomly
divided into two different sets: training set (80% of all samples) and testing set (20% of
all samples).

Fig. 7. Illustration of the distributed NN

Table 1. Our calculated results obtained using TDR-NN and published one based on Genetic
Algorithm (GA).
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These results presented in Table 1a and b confirms the efficiency of our proposed
approach in the identification of soft fault. It is shown that GA occurs some errors both
on the localization and the identification (fault impedance) which prove that GA
technique is not sufficient to detect and characterize the fault, For this raison, we have
used the NN method to solve this problem; we see that the soft fault impedance has
been accurately determined, either the soft fault is localized with exact precision
(Table 1), we note that the error of soft fault identification DR = 6.37 * 10−5 X.

Table 2 Confirm the efficiency of our proposed approach in computational time
diagnosis. The inversion carried out with NN is very fast (less than 1 s with
1.763 * 10−4 m for fault localization and DR = 6.37 * 10−5 X for fault identification)
and can be achieved “online.” On the contrary, an iterative method (Genetic Algorithm;
GA), requires 94.60 mn with an error 5.75 * 10−4 m and 26.36 mn with error
4.75 * 10−4 m in the case of Particle Swarm Optimization (PSO) to find the state of
configuration includes five branches wiring network with hard fault which is generally
easy to detect.

5 Conclusion

In this paper, a new method is proposed for soft fault identification in complex elec-
trical network. It is based on the TDR and NN. The electric wiring network is modeled
using transmission line approach and the transmission line equations are resolved using
the well-known FDTD method, the obtained results are validated by comparison with
published ones [7], very acceptable results are obtained. It is showed in [7] that
reflectometry and GA techniques occurs some errors in the faults characterization. To
resolve this problem, the NN is proposed in order to reduce the error and ameliorate the
identification of the faults and define the state of network online, our proposed
approach has been compared with published results in [8]. Our simulation results prove
the efficiency of the proposed strategy to detect and locate and define the soft fault in
the case of complex electrical network.

Table 2. Comparison of computational time diagnosis obtained with published results and the
new approach based on neural network

Error (m) Computational
time

Genetic Algorithm (GA) Published results by [7] 5.75 * 10−4 94.60 mn
Particle Swarm Optimization (PSO) published results
by [7]

4.75 * 10−4 26.36 mn

Proposed approach based on Neural Network (NN) 1.763 * 10−4 Less 1 s
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Abstract. In this paper, a new intelligent method for the tool wear condition
monitoring based on sparse components analysis (SCA) for blind sources sep-
aration and Continuous Wavelet Transform (CWT) have been applied.
The CWT used to decompose the raw signals into coefficients; the independent
sources obtained from wavelet coefficients estimated by SCA. The nodes energy
computing from independent sources used for estimating the health assessment
and remaining useful life of cutting tools. The PCA applied for the dimen-
sionality reduction of the nodes energy data where the goodness of fit is mea-
sured; the idea is based on the computation of a nonlinear regression function in
a high-dimensional feature space where the input data mapped via a nonlinear
function. The results of its application in CNC machining show that this indi-
cator can reflect effectively the performance degradation of cutting tools for
milling process. The proposed method is applied on real world RUL estimation
and health assessment for a given.

Keywords: Tool wear � Condition monitoring � Blind source separation
RUL

1 Introduction

Machining process by material removal is the most important manufacturing in the
mechanical industry. However, the influence of wear on the cutting tools on the quality
of the surface state and the operating life of the cutting tool remains the main problem
in machining.

The tool wear studies can be divided into two broad categories: First, model-based
studies that use either pre-developed analytical models for certain types of tool wear,
the Takeyema model of flank wear and the use crater wear model [1], or numerical
derived models based on finite element analysis. The second one is data-based mod-
elling, which relies on the empirical interpretation of input data and therefore requires a
learning set. The advantage of these techniques is observed especially where a process
model is not available. This feature is particularly useful for studying wear of tools that
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are based on hard materials due to the absence of models dealing with that
phenomenon.

It is known from experimental results that the wavelet FNN model by detecting the
cutting force, the NN regression model by spindle motor electric current and the FNN
classification model by acoustic emission signal are all good at the fuzzy classification
and can quickly and efficiently recognize the wear condition of the tool. It shows that
the NN model has a strong function in the nonlinear mapping approach [2]. Following
the application of signal extraction data analysis techniques, the increasing trend in the
amplitude of the frequency spectra was more evident compared to the analysis of the
raw signal. Therefore, the use of a blind signal extraction technique may be essential in
a more complex environment, where there are potentially many causes for changing
audio transmissions, making it difficult to distinguish the contribution associated with
the stamping of the matrix wear [3]. The frequency bands from 2 to 6 kHz has been
identified as containing the most important information related to wear in this sheet
metal stamping applications. This knowledge will allow future studies to focus on these
signals to identify the state of wear of the stamping process [4].

The time domain functions are selected for three frequency bands after the appli-
cation of the FFT on the data acquired from the experimental configuration. The BPNN
architecture has been optimized and the optimum BPNN parameters have been
selected. A comparison between two nodes and single-node input BPNN architectures
was made; an expert system for the diagnosis of rolling faults has been developed with
a fault diagnosis accuracy of 98% and can be implemented in a CBM as a reliable
method of diagnosing rolling faults [5].

The objective of this study is to investigate the applicability of sensory data fusion
using low-cost detection technology, in particular the force signal and vibrations of the
spindle to monitor the state of tools in milling. The organization of this work is the
following: the theoretical history of continuous wavelet transformation, the analysis of
the main components of the blind source separation are briefly presented in Sects. 2
and 3. The experimental configuration and the selected cutting conditions are explained
in Sect. 4. In Sect. 5, data processing with CWT and SCA, regression of characteristics
and outcomes are discussed, and a conclusion is provided in Sect. 6.

2 Continuous Wavelet Transforms (CWT)

A wavelet is a function with zero means and that is located in both frequency and time.
We can characterize a wavelet by how localized it is in time (Dt) and frequency (Dx or
the bandwidth). The classical version of the Heisenberg uncertainty principle tells us
that there is always a trade-off between localization in time and frequency. Without
properly defining Dt and Dx, we will note that there is a limit to how small the
uncertainty product Dt � Dx can be. One particular wavelet, the Morlet, is defined as

w0 gð Þ¼ p�1=4eix0ge�
1
2g

2 ð1Þ

Where x0 is dimensionless frequency and g is dimensionless time. When using
wavelets for feature extraction purposes the Morlet wavelet (with x0 ¼ 6) is a good
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choice, since it provides a good balance between time and frequency localization. We
therefore restrict our further treatment to this wavelet, although the methods we present
are generally applicable.

The idea behind the CWT is to apply the wavelet as a band pass filter to the time
series. The wavelet is stretched in time by varying its scale (s), so that g ¼ s � t, and
normalizing it to have unit energy. For the Morlet wavelet (with x0 ¼ 6) the Fourier
period kxtð Þ is almost equal to the scale kxt ¼ 1:03 sð Þ [6, 7].

The CWT of a time series (xn; n ¼ 1; . . .;NÞ with uniform time steps dt is defined
as the convolution of xn with the scaled and normalized wavelet. We write

WX
n sð Þ =

ffiffiffiffi
dt
s

r XN
n0¼1

xn0w0 n
0 � n

� � dt
s

� �
ð2Þ

In practice, it is faster to implement the convolution in Fourier’s space. We define

the wavelet power as WX
n sð Þ�� ��2, the complex argument WX

n sð Þ can be interpreted as the
local phase.

CWT has edged artefacts because the wavelet is not completely localized in time. It
is therefore useful to introduce a Cone of Influence (COI) in which edge effects cannot
be ignored. Here we take the COI as the area in which the wavelet power caused by a
discontinuity at the edge has dropped e�2 the value at the edge.

The statistical significance of wavelet power can be assessed relative to the null
hypotheses that the signal is generated by a stationary process with a given background
power spectrum Pkð Þ. Many geophysical time series have distinctive red noise char-
acteristics that can be modelled very well by a first order auto-regressive (AR1) pro-
cess. The Fourier power spectrum of an AR1 process with lag-1 autocorrelations a.

Pk =
1� a2

1� ae�2ipkj j2 ð3Þ

Where k is the Fourier frequency index.
The wavelet transforms can be thought of as a consecutive series of band-pass filters

applied to the time series where the wavelet scale is linearly related to the characteristic
period of the filter kxtð Þ. Hence, for a stationary process with the power spectrum Pkð Þ
the variance at a given wavelet scale, by the invocation of the Fourier convolution
theorem, is simply the variance in the corresponding band of Pk. If Pk it is sufficiently
smooth then we can approximate the variance at a given scale simply by Pk using the
conversion k�1¼ kxt. Monte Carlo methods it used to show that this approximation is
very good for the AR1 spectrum, then show that the probability that the wavelet power,
in a process with a given power spectrum Pkð Þ, being greater than p is

D
WX

n sð Þ�� ��2
r2
X

\p

 !
=

1
2
Pkv2m pð Þ ð4Þ
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Where m is equal to 1 for real and 2 for complex wavelets.
There are clearly common features in the wavelet power of the two-time series such

as the significant peak in the 5-year bands around 1940. Both series also have high
power in the 2–7-year band in the period from 1860–1900, though for AO the power is
not above the 5% significance level. However, the similarity between the portrayed
patterns in this period is quite low and it is therefore hard to tell if it is merely a
coincidence. The cross wavelet transforms help in this regard [7].

3 Blind Source Separation

3.1 Observing Mixtures of Unknown Signals

Consider a situation where there are a number of signals emitted by some physical
objects or sources. These physical sources could be, for example, different brain areas
emitting electric signals; people speaking in the same room, thus emitting speech
signals; or mobile phones emitting their radio waves. Assume further that there are
several sensors or receivers. These sensors are in different positions, so that each
records a mixture of the original source signals with slightly different weights [8].

For the sake of simplicity of exposition, let us say there are three underlying source
signals, and also three observed signals. Denote by x1 tð Þ, x2 tð Þ and x3 tð Þ the observed
signals, which are the amplitudes of the recorded signals at the time point t, and by
s1 tð Þ, s2 tð Þ and s3 tð Þ the original signals. They xi tð Þ are then weighed sums of the si tð Þ,
where the coefficients depend on the distances between the sources and the sensors:

x1 tð Þ = a11s1 tð Þ + a12s2 tð Þ + a13s3 tð Þ
x2 tð Þ = a21s1 tð Þ + a22s2 tð Þ + a23s3 tð Þ
x3 tð Þ = a31s1 tð Þ + a32s2 tð Þ + a33s3 tð Þ

ð1:1Þ

There aij are constant coefficients that give the mixing weights. They are assumed
unknown, since we cannot know the values of aij without knowing all the properties of
the physical mixing system, which can be extremely difficult in general. The source
signals si are unknown as well, since the very problem is that we cannot record them
directly [9]. These are three linear mixtures xi of some original source signals. They
look as if they were completely noise, but actually, there are some quite structured
underlying source signals hidden in these observed signals.

What we would like to do is to find the original signals from the mixtures x1 tð Þ,
x2 tð Þ and x3 tð Þ. This is the blind source separation (BSS) problem. Blind means that we
know very little if anything about the original sources. We can safely assume that the
mixing coefficients aij are different enough to make the matrix that they form invertible.
Thus there exists a matrix W with coefficients wij, such that we can separate the si as

s1 tð Þ = w11x1 tð Þ + w12x2 tð Þ + w13x3 tð Þ
s2 tð Þ = w21x1 tð Þ + w22x2 tð Þ + w23x3 tð Þ
s3 tð Þ = w31x1 tð Þ + w32x2 tð Þ + w33x3 tð Þ

ð1:2Þ
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Such a matrix W could be found as the inverse of the matrix that consists of the
mixing coefficients aij in Eq. 1.2, if we knew those coefficients aij.

Now we see that in fact this problem is mathematically similar to the one where we
wanted to find a good representation for the random data on xi tð Þ, as in (1.1). Indeed,
we could consider each signal xi tð Þ, t ¼ 1; . . .;T as a sample of a random variable xi, so
that the value of the random variable is given by the amplitudes of that signal at the
time points recorded [10].

3.2 Sparse Component Analysis Based (SCA) Undetermined BSS (UBSS)

Taking a p-degree-of-freedom-free linear vibration system for instance, the governing
differential equations can be written as follows [10]:

M€q + C _q + Kq = 0 ð2:1Þ

Where M, C and K 2 R
p�p are the mass, damping and stiffness matrix, respectively

€q, _q and q 2 R
p are the acceleration, velocity and displacement vectors, respectively.

The transient oscillation for a proportionally lightly damped system can be expressed as
follows:

q(t) =
Xp
i¼1

/iai expð�nxitÞ cosðxit þ uiÞ ð2:2Þ

In which /i is a constant vector corresponding to the mode shape ai is a constant
related to the initial conditions, fi, xi, ui denote the damping ratio, natural frequency
and initial phase angle, respectively. In practice, limited sensors (less than p) are
available and the lower-order modes are focused on. By the mode truncation method,
Eq. (2.2) can be rewritten in the matrix form

q̂ðtÞ ¼PN
i¼1

/iaiexp(� nixitÞcosðxitþuiÞ
q̂ðtÞ ¼ UWðtÞ ¼ Udiagðai)[exp (� nixitÞ cosðxitþuiÞ�Þ

8<
: ð2:3Þ

In which q̂ðtÞ 2 R
M�1 is the truncated response vector U 2 R

M�N is the mode
shape matrix consisting of the mode shape vector /i, and WðtÞ 2 R

N�1 is a vector
consisting of single-mode signals. It should be noted that M\N� p in Eq. (2.3). Since
the acceleration signals are common, Eq. (2.3) can be adapted as follows:

q̂n(t) =
XN
i¼1

/ibi exp(� nixitÞcosðxitþ hi)

q̂nðtÞ ¼ UWnðtÞ ¼ Udiagðbi) exp(� nixitÞ cosðxitþ hi)
� 	

8><
>: ð2:4Þ

Where bi = aix2
i and hi ¼ ui þ bi

with tanðbi) ¼ 2ni

ðn2i � 1Þ; 0\ni\1:
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Considering Eq. (2.4), the modal analysis is to recover the mode shape matrix and
the single mode signals for extracting natural frequencies and damping ratios. Simi-
larly, BSS is developed to recover the sources and estimate the mixing matrix, using
only the information of the observed signals. Introducing a linear TF transform,
Eq. (2.4) could be rewritten as follows [10]:

q̂ðt; fÞ ¼ UWðt; fÞ ðt; fÞ 2 X ð2:5Þ

in which X ¼ UN
i¼1 X̂i is the set of the TF sub-domains with the TF subdomain being

defined [22] as follows:

qiðt; fÞj j � 0ðt; fÞ 2 X̂i

qiðt; fÞ � 0ðt; fÞ 62 X̂i

(
ð2:6Þ

When SCA-based UBSS in the TFD is introduced to estimate modal parameters,
the TF subdomain X̂i; i ¼ 1; . . .;N is the domain one single-mode signal lies in, namely
X̂i; i ¼ 1; . . .;N is a set of narrow frequency bands. Without loss of generality, a simple
example is presented to state how the mixing matrix A (the mode shape U) is
estimated:

x1(t) = a11s1(t) + a12s2(t) + a13s3(t)

x2(t) = a21s1(t) + a22s2(t) + a23s3(t)

(
: ð2:7Þ

Where aij, we have is where aij, we have is the coefficient of the mixing matrix. By
a linear time–frequency transforms, such as short time Fourier transform (STFT) and
wavelet transform (WT), Eq. (2.7) is transformed to be sparsely represented in the
TFD. Because of sparseness in the TFD, the sub-domains exist, in which only one of
the three sources is active, just as defined in Eq. (2.6). Assuming that s1 is active in the
subdomain X̂1, we have.

x1(t1,f1) = a11s1(t1,f1)

x2(t1,f1) = a21s1(t1,f1)

(
ð2:8Þ

Furthermore c1 = a11=a21 = x1(t1,f1)=x2(t1,f1). Similarly, c2 = a12=a22 and
c3 = a13=a23 can be calculated. Then the mixing matrix A is estimated as follows:

A =
1 1 1

c1 c2 c3

� �

As stated above, the important aspect of SCA is to find a suitable linear transform,
by which the signals can be sparsely represented in the transformed domain.
When SCA is applied in UBSS, the other two important aspects are the SSO (single
source occupancy) point detection methods and the clustering algorithms. In TIFROM,
the TF sub-domains are found as an optimization problem by analyzing the TF ratio
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(qi(t,f)
.
qj(t,f),i 6¼ jÞ and SSO points of each qiðt; fÞ; 1 ¼ 1; . . .; Mare extracted from

the TF sub-domains to estimates the coefficients of the corresponding mode shape
vector /j [10].

4 2010 Phm Society Conference Data Challenge

The machining experiments were carried out on a Roder CNC machining centre. The
work piece is made of Inconel 718 which is a hard material to be cut and whose thermal
and mechanical properties are of interest in the aeronautical field (it is used for com-
ponents of aircraft reactors, for example). The piece used in the experiments is of
square trapezoidal shape with a width of 112.5 mm and a high of 78 mm.

The cutting tools are six in number. They are made of tungsten carbide, round nose
and have three cutting edges. They operate at a speed of 10360 rpm, and with an
advance of 1.555 m/min. The passes made are 0.125 mm wide and 0.25 mm deep [12].

The data acquisition files are in.csv format, with seven. columns, corresponding to:

Column 1: Force (N) in X dimension
Column 2: Force (N) in Y dimension
Column 3: Force (N) in Z dimension
Column 4: Vibration (g) in X dimension
Column 5: Vibration (g) in Y dimension
Column 6: Vibration (g) in Z dimension
Column 7: AE-RMS (V) [12].

5 Results and Discussion

5.1 Organizational Chart

In SR-UBSS, the sub-domains are found based on the TF amplitude of mixtures and
the mixing matrix is estimated by K-mean algorithm to cluster all the SSO points. The
general steps of the proposed method in this study are illustrated in Fig. 1. It should be
noted that it’s not necessary to continue the SCA-based UBSS for recovering the
sources since the natural frequencies can be directly extracted by analyzing the SSO
points. Moreover, recovering sources is difficult because it’s no longer simply inverse
problem as that of the determined BSS while sources recovering is iteratively processed
to estimate the natural frequencies and the corresponding damping ratios after the
mixing matrix are worked out. If the damping ratios are focused on, singular value
decomposition can be introduced to process the recovered sources [8].
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5.2 Results of the Wavelet Transform (CWT)

The proposed method for evaluating the cutting tool state C2 is based on the prediction
of RUL. The cutting tool is controlled by a set of sensors to detect the change in wear.

The sensors used are accelerometers for measuring vibrations caused by initial wear
and acoustic emission sensors. The signals supplied by the sensors are then processed
to extract the relevant characteristics. Several techniques for extracting the parameters
exist in the literature. In this study, the wavelet transforms is used, it is a signal analysis
tool; Compared to normal wavelet analysis, it has special abilities to achieve higher
discrimination by analyzing the higher frequency ranges of a signal. The frequency
domains separated by the wavelet can be easily selected and classified according to the
characteristics of the signal analyzed. CWT considered a tree; the vertex is the original
signal. The next level of the tree is the result of a step of the wavelet transform.

The following levels are constructed recursively by applying the wavelet transform,
the low and high pass filter results from the previous wavelet. Then, when the trans-
form process is completed, the energy in the different frequency bands can be calcu-
lated and taken as characteristics.

Fig. 1. The general organization chart of the proposed model using SCA-based UBSS
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Figures 2, 3, 4 and 5 represent the RMS of the signal (force, vibration and AE),
three different regions can be observed. In the first one the energy dissipation is
observed to increase very rapidly, which means the sudden entry of the tool into the
material (wear running-in). The second region represents the stability of the cutting tool
which implies a rate of dissipation almost constant (stabilized wear) at the end of
operations. The energy loss increases very rapidly, which means that the tool becomes
unstable due to wear defects resulting from the progressive contact between tool and
material (accelerated wear).

5.3 Blind Signal Extraction from Wavelets Transform Coefficients

The application of (SR-UBSS) source separation allows the information to condense in
a well-determined energy coefficient in order to keep the Monotonicity, Prognosability
and trendability; Fig. 6 in this database indicates the strength is the best performing to
determine the health indicator and the RUL; In order to validate the robustness of this
model.

Fig. 2. Energy coefficients extracted from 07 levels of force X signals (tool C2).

Fig. 3. Energy coefficients extracted from 07 levels of force Y signals (tool C2).
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5.4 Cutting Tool Health Assessment

The application of Principal Components Analysis (PCA) allows the extraction of the
health indicator; the latter is the best approach to increase the effectiveness of tool wear
monitoring. In this work, the health indicators of the tools rely mainly on the signals of
force, vibration and acoustics. The use of temporal domain features is allowed as health
indicators for tools (Fig. 7).

Fig. 4. Energy coefficients extracted from 07 levels of force Z signals (tool C2).

Fig. 5. Energy coefficients extracted from 07 levels of vibration X, Y, Z signals (tool C2).
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5.5 Determination of the Remaining Useful Life (RUL)

In this study RUL prediction based on wear assessment threshold is known in advance.
The threshold limit of 120% is considered. As shown in Fig. 8, the RUL estimated for
the test experiments is also compared to the actual RUL, similar to the estimation
process. To quantify the performance of the proposed approach, the precision metric
for failure prognostic techniques is used for the RUL prediction proposed by [11]. This
measurement is defined as 1 for the best performance and 0 for the worst. (Table 1)
show the performance results of the RUL prediction using Cutters 1 and 2 as tests,
respectively. The average performance accuracy value is 0.75 which is close to 1.

Fig. 6. Energy coefficients separated from force X-Y-Z signals (tool C2).

Fig. 7. The health indicator determined with the force signal.
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6 Conclusion

The tool wear condition monitoring has been proposed in this work using the sensors
signals measurements in milling process. The nodes energy is sensitive to process
variations.

The nonlinear regression used in the work combines the advantages of CWT and
SCA. As a result, significant improvements are obtained in the present work. The
accuracy, MAPER and HP is suitable for industrial applications. The use of PCA
makes it possible automatically to group the health states into force signals and the
determination of the amount of health states from the given training data. The explicit
relationship between the raw signals force and the wear state process is achieved by
mapping the detected degradation into several degrees of wear increase value, which
allows inline estimation and prediction RUL of wear values.

Finally, the proposed method can also be used for monitoring other machining
operations such as turning and grinding as long as there are readily available data
signals that are sensitive to tool wear.
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Abstract. Electric motors failure remains a very serious issue in the industrial
world. This problem may not only result in the paralysis of the production but
may also influence the operator safety. To resolve this problem, several methods
have been developed for the monitoring and the diagnosis of faults from their
appearances to avoid the industrial process interruption. With this objective in
mind, this paper proposes a new diagnosis technique used in the identification of
these faults based on stator current Auto-Regressive modeling. The proposed
approach presents several advantages compared to the classical stator current
spectral analysis using the conventional Periodogram technique. In fact, the
proposed approach offers a very good frequency resolution for a very short
acquisition time, which is impossible to achieve with the classical technique of
the Periodogram. Simulation and experimental tests will be carried out later in
this paper to verify the proposed method in bearing faults diagnosis.

Keywords: Auto-regressive model · Bearing fault · Diagnosis · Induction motor
Outer race fault

1 Introduction

Advances in power electronics and control circuits lead to a growing use of induction
motors in electric drive systems. The use of induction motors is due to their simple
structure, their robustness and their manufacturing cost. Faced with this important posi‐
tion of induction motor in industry, researches are moving towards an effective fault
diagnosis of induction motor to prevent the interruption of the entire drive system [1].

In this context, several statistical studies [1, 2] show that 52% of the induction motor
faults concern the rolling-element bearings, hence the need to study this fault. Further‐
more, these studies demonstrate that both inner and outer races faults occupies 39% of
all bearing faults. In this aim, several research works investigated vibration analysis for
bearing faults diagnosis [3–5]. Unfortunately, its main disadvantage is the vibration
sensors location that must be placed in a specific position of the machine. Another tech‐
nique is also used increasingly in recent years, based on the motor current signature
analysis (MCSA). Indeed, several studies [6, 7] showed that the stator current bring
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information on almost all electrical and mechanical faults that may occur in the induction
motor.

To analyze the stator current for extracting useful information on the existence or
not of these faults, several signal processing methods have been developed. We can cite
the methods that analyze behavior of the three phase currents in the time domain using
Park’s vector approach also known as Lissajou approach [8, 9]. Unfortunately, this
approach is not efficient when fault signature (e.g. rotor faults) is very close to the
fundamental. In addition, the interpretation of this approach remains complex.

For these reasons, several studies use the frequency approach, based on methods for
the estimation of the Power Spectral Density (PSD) of the signal to be processed. These
methods can be classified as following:

1.1 Nonparametric Methods

In this category, the most common method used in industry is that based on the estima‐
tion of the PSD by Periodogram. Several research works [10–12] justify the wide use
of the PSD in the fault diagnosis field and its superiority with a fast and simple algorithm
and an easy implementation.

In other hand, the PSD presents two major disadvantages, which are essentially due
to:

• Its poor frequency resolution;
• A Smoothing effect and side effect introduced by the weighting window used in the

estimation of the PSD by periodogram [12].

Both phenomena result in the appearance of side lobes in the stator current spectrum,
reducing the level of analysis; which justifies the optimal choice of the weighting
window to be used. In this context, different weighting windows can be used in
improving the frequency resolution and to decrease both smoothing effect and side effect
in some fault cases while the Hanning window seems to have better results [1].

Unfortunately, this choice is not always efficient in some operating modes (e.g. rotor
faults at a small motor slip) because the fault signature will be embedded in the funda‐
mental frequency. To resolve this problem, several works use both current and voltage
signals to calculate the instantaneous power spectrum [13–15]. Nevertheless, in addition
to being expensive because it requires the use of current and voltage sensors, this solution
is still not reliable for other types of faults as is the case of bearing faults.

For this reason, several studies deal with the use of the Hilbert method in order to
avoid the domination of the fundamental frequency in the current spectrum and resolve
the problem of the weighting window choice [16, 17]. Moreover, although the Hilbert
method is effective for rotor faults, it remains ineffective for other types of failures.

Other recent methods suggested analyzing the current spectrum in higher frequency
bands, especially around the rotor slot harmonics to avoid the effect of the fundamental
frequency [18]. Unfortunately, even these methods are characterized by poor frequency
resolution. Indeed, these methods fail to distinguish between two harmonics very close
of each other. Moreover, it is advisable to work on the low frequency bands as the fault
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signature is more important at low frequencies and attenuates as we increase in
frequency.

1.2 Parametric Methods

These methods have been developed to estimate the PSD of signals and determine their
characteristics with a better resolution. These methods are based on the establishment
of a parametric model of the signal to be processed. The modeling assumes that this
signal is the result of the excitation of a linear filter with white noise. The problem comes
down to identify the filter parameters by minimizing the error between the measured
signal and the filter output. This filter can be Auto Regressive (AR), Moving Average
(MA) or a combination of both filters (ARMA).

However, this model requires human intervention on the model because:

• We must define the most suitable model for the signal;
• We must determine its order, i.e. the number of coefficients for a best modeling of

the signal.

The choice of the model is generally based on the appearance of the spectrum, but
the order of the model cannot be precisely determined without a more detailed analysis.
The choice of the order is discussed in [19] which is generally done by minimizing some
error criterion (e.g. Akaike, MDL, Final Prediction Error …) between the output signal
of the model and the measured signal.

Finally, other methods known as High Resolution Methods based on the principle
of the decomposition of the covariance matrix of the signal to be processed into two
subspaces: signal subspace and noise subspace. These methods such as MUSIC [20,
21] and ESPRIT [22] are more robust to noise but require much more computation time
due to the complexity of their algorithms. On other hand, the PRONY method [23],
which is not based on the decomposition of spaces, is faster compared to MUSIC and
ESPRIT, but more sensitive to noise.

In this paper, we propose to use the parametric AR method [24] in bearing faults
diagnosis. However, the main drawback of the AR method is the computation time which
can be considerable compared to conventional methods. In addition, the reliability of
this method depends on the estimation of the model order. Indeed, several criteria give
an estimation of the model order but it remains inexact and difficult to be optimal [19].
To solve these problems, we propose in this paper a new approach to improve the AR
modeling on two points.

First of all, we perform the processing only on the frequency band in which, the fault
signature is supposed to appear. This will reduce the number of analyzed samples, which
reduces the computation time. In addition, this solution will allow us to determine the
number of desired harmonic instead of estimating this number.

Secondly, we propose a clear presentation through stems representing the frequency
of the signal obtained using the Root-AR approach presented later in this paper.

Finally, simulation tests and experimental results of the proposed Root-AR approach,
will verify the merits of the proposed approach in the diagnosis of bearing faults.
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2 Frequency Signatures of Bearing Faults

The rolling-element bearings act as an electromechanical interface between the stator
and the rotor. In addition, they represent the holding element from the shaft of the
machine to ensure proper rotation of the rotor [20].

The bearings are constituted by two races, the inner race and the outer race, balls
and the cage which ensures equidistance between the balls as is shown in Fig. 1 [25].

Fig. 1. Geometry of a rolling-element bearing.

Failures may affect the bearing on both races, on the ball or on the cage. Several
studies have shown that the failure of each bearing element is manifested by a vibration
frequency characterizing the fault type [20].

– Signature frequency of the outer race fault
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– Signature frequency of the cage fault
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where Nb is the number of bearing balls, BD and CD respectively, are the ball and the
cage diameter, β is the contact angle and fr the mechanical rotor frequency.

Furthermore, the rolling-element faults signatures appear in the stator current spec‐
trum at the following frequencies [24]:

fbear(Hz) = ||fs ± m ⋅ fv
|| with m = 1, 2, 3… (5)

where fs is the supply frequency and fv is the fault characteristic frequency corresponding
to either fo, fi, fcage or fball.

Also, the stator current is composed of several harmonics due to different
phenomena. The most important are:

a. Supply frequency: fs
b. The odd order harmonics due to [26–29]:

• The supply pollution (Time harmonics): (2k + 1) fs
• The Non-sinusoidal distribution of windings (Space harmonics): fSH = (6n ± 1)fs.
• The magnetic saturation represented by the third harmonic in low frequency band.
• The unbalance voltage.
• The static eccentricity.
• The inter-turn short-circuits in the stator represented also by the third harmonic

in the low frequency band.
c. Rotor Slot Harmonic frequency due to the Non-sinusoidal distribution of windings

illustrated by the following expression:

fHPER = fs

(
m ⋅

Nbr

p
(1 − s) ± 𝜈

)
(6)

d. Eccentricity harmonics since even new motors had a mixed eccentricity:

fecc = fs ⋅

(
1 ±

1 − s

p

)
(7)

e. Harmonics due to the load variation.
f. And harmonics due to the possible presence of faults.

Finally, it should be noted that in the case of even a new motor, the rotor cage is
imbalanced due to manufacturing tolerances and impurities during molding. This imbal‐
ance is characterized by the following equation:

fBB = fs ⋅ (1 ± 2ks) (8)

Note that p represents the number of poles pairs, Nbr the number of rotor bars, s is
the induction motor slip, k = 1, 2, 3… and ν = 1, 3, 5…

In other words, the temporal version of the stator current is a sum of cosine (or sine)
expressed as follows [20]:
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is(t) =

NH∑
i=1

Ii cos
(
2𝜋fit + 𝜑i

)
+ w(t) (9)

where Ii, fi, φi are respectively, the amplitude, the frequency and the initial phase of the
ith cosine, NH harmonic number and w(t) is the measurement noise.

In its numeric version, the stator current of Eq. (9) can be rewritten as the sum of
2.NH complex exponentials:

is(n) =

2NH∑
i=1

Ii

2
.e

j(2𝜋
fi

fsf

n+𝜑i)

+ w(n) (10)

with n = 0, 1, 2 … N−1 and where N is the number of samples and fsf is the sampling
frequency.

3 Auto-regressive Model

It should be known that a priori signal analysis (classical spectral analysis) is required
to determine the type of modeling to choose [30]. Indeed,

• If the signal spectrum is flat then the Moving Average (MA) model is appropriate.
• Contrariwise, if the spectrum is composed of frequency peaks, as is the case for the

stator current, then the Auto-Regressive (AR) model is chosen.

Based on the fact that the stator current spectrum is composed of several harmonics
(or frequency peaks), we choose to use the AR model.

3.1 AR Modeling Principle

Generally speaking, we can say that the AR is an all-pole filter whose input is a white
noise with zero mean and variance equal to σw

2. The AR model can be defined either by
a difference equation:

e(n) = is(n) − îs(n) = is(n) +

L∑
k=1

âkis(n − k) (11)

Or by the following transfer function:

H(z) =
1

1 +
L∑

k=1
âkz

−k
(12)
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where z−k = e

−j.2.𝜋.
fk

fsf , L represent the model order and e(n) is the prediction error
modeled by a white noise.

The coefficients of this filter (âk) are determined by minimizing the prediction error
e(n), which means that the filter output is the closest to the modeled signal.

The AR process PSD with L model order of the time series data mentioned in Eq. (12)
gives us the following equation:

PSDAR(f ) =
𝜎2

w

||||||||
1 +

L∑
k=1

âke

−j2𝜋
fk

fsf

||||||||

2

(13)

There are several methods for estimating the AR coefficients. These include: Yule-
Walker, Burg, modified covariance and covariance [30]. The method used in this paper,
chosen for its computation speed is the Yule-Walker, which uses the Levinson-Durbin
algorithm (recursion on the autocorrelation matrix) to find the AR coefficients.

3.2 Estimation of the AR Model Order (L)

The estimation of AR model’s order is very important for the reliability of the
results, because it is this order that determines the number of searched harmonics.
For that, several criteria exist for the estimation of the model order; the most rele‐
vant criteria are [19]:

– AIC: Akaike Information Criterion.
– FPE: Final Prediction Error.
– MDL: Minimum Description Length.
– CAT: Criterion Auto-Regressive Transfer.

However, these criteria only give an approximation of the model order which can
cause in several cases, errors in modeling. Indeed, if the model order is underestimated,
then there will be a loss of information from which the risk that the fault signature does
not appear. Contrariwise, if the order is overestimated, the resulting spectrum will
include more frequencies (also called false alarms) and at worst, a phenomenon called
separate spectrum where each harmonic is divided into two separate peaks, hence the
need for an optimal choice of the model order.
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To deal with this problem, we propose in the next section to perform the processing
over a defined frequency band which will allow us to choose the model order. Indeed,
everything depends on the choice of the limited frequency band since the harmonic of
the fault appears on a well-defined frequency band.

4 Improvements of the Auto-regressive Approach

4.1 Processing Over a Limited Frequency Band

The major disadvantage of the AR approach is the computation time which is very
important and that increases with the number of samples and the number of searched
harmonic. But knowing that the signature of each type of fault is localized within a
specific frequency band of the stator current spectrum, the idea that we propose for
solving this problem is to analyze only the frequency band where the signature of the
searched harmonic is likely to appear. This solution will reduce the length of the signal
on which we shall work and consequently reduce the computation time. Thus, the
proposed algorithm is based on the application of AR modeling only over a frequency
band defined by a low cutoff frequency fl and a high cutoff frequency fh [20].

The cutoff frequencies in this band will be selected on the spectrum width [0, fsf/2],
depending on the type of the studied fault. With this solution, the processing will be
done on 2.N.fp/fsf samples where fp = fh − fl but not on the N starting samples, reducing
the computation time.

4.2 The Proposed Root-AR Approach

The second improvement that we propose in this paper is related to the identification of
the searched harmonics by AR modeling. Indeed, according to Eq. (13) the maxima of
the function L represent the searched harmonics. In other words, the Root-AR approach
calculates the solutions of the following equation on N points [20]:

1 +

N∑
k=1

âkz
−k = 0 (14)

The L solutions that are on (or near) the unit circle represent the searched harmonics.
The corresponding frequencies to the different components of the analyzed signal will
therefore be calculated by the following relationship:

fk =
fsf

2.𝜋
. arg(zk) (15)

Unfortunately in reality, this is not too simple as the location is not easy in the pres‐
ence of noisy signals, because the corresponding poles at searched harmonics are no
longer located on the unit circle (Fig. 2), but mixed with other solutions in the function.
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Fig. 2. Position of roots (solutions) on the unit circle.

5 Simulation Tests

The main goal of these simulations is to demonstrate the impact of the solutions proposed
in this paper on improving the AR modeling. Therefore, we will first simulate, the case
where the induction motor is healthy and the value of the mechanical rotor frequency is
equal to fr = 24 Hz for a motor slip of s = 4%. This slip value corresponds to nominal
operation of our motor. In these conditions, the stator current can be simulated as the
sum of several sinusoids representing the fundamental, the eccentricity and the rotor slot
harmonic. In these circumstances and based on the simulated motor parameters given
in Appendix A and the Eqs. (6) and (7), the model of the stator current described in [6]
and given by:

is(t) = 10 sin (2𝜋50t) + 0,1 sin (2𝜋26t) + 0,1 sin (2𝜋74t)

+ 0,05 sin (2𝜋622t) + w(t)
(16)

w(t) is the random white noise. This noise is added to the signal using the Signal to
Noise Ratio (SNR) defined as:

SNR = 10 log10
Ps

Pw

(17)

where Ps and Pw respectively the powers of signal and noise.
To simulate a moderately noisy signal, we choose the SNR equal to 50 dB. The

simulation time is 5 s and the sampling frequency is 1500 Hz corresponding to a
frequency resolution of 0.20 Hz and a number N of 7500 samples. Stator current spectral
analysis using the estimation of the PSD based on the periodogram algorithm is shown
in Fig. 3.
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Bloc-Diagram of the proposed method 

Fig. 3. Estimation of the stator current PSD using periodogram (SNR = 50 dB)

We can see on this spectrum the location of different simulated harmonics (fs =
50 Hz, fecc = 26 and 74 Hz, fHPER = 622 Hz) for a moderately noisy signal. Furthermore,
Fig. 4 shows the results obtained by the estimation of the PSD based on Root-AR algo‐
rithm. Note that for this test and for these results, we took a model order L equal to 8 as
long as we have NH = 04 sinusoids.

With Fig. 4, we notice especially the clarity of the representation by the suggested
technique where all the searched frequencies are well displayed.
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Fig. 4. Estimation of the stator current PSD using Root-AR (SNR = 50 dB)

5.1 Case of the Outer Race’s Fault

We introduce now the outer race’s fault. If this fault exists, then its theoretical frequency
signature is calculated using Eqs. (1) and (5), based on the parameters of a real rolling-
element bearing given in Appendix B in the aim of approaching the real case investigated
in this paper. This frequency is given in Table 1.

Table 1. Theoretical frequency of bearing faults

Fault type Theoretical frequency (k = 1)
Outer race 36,02 Hz

Under these conditions, the expression of the stator current becomes:

is(t) = 10 sin (2𝜋50t) + 0,1 sin (2𝜋26t) + 0,1 sin (2𝜋74t)

+ 0,05 sin (2𝜋622t) + 0,1 sin (2𝜋36, 02t) + w(t)
(18)

Fig. 5. Estimation of PSD by periodogram in the case of bearing faults
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Figure 5 shows the estimation of the stator current PSD by periodogram for SNR =
50 dB (moderately noisy signal). We note that all simulated frequencies are identified
in the spectrum.

Again, we note the clarity and readability that gives the proposed approach (Root-
AR) compared to the conventional method in the identification of all searched
harmonics, as shown in Fig. 6.

Fig. 6. Estimation of PSD by Root-AR in the case of bearing faults

However as previously mentioned, the main disadvantage of the AR modeling is the
computation time. Indeed, looking at Table 2, we see the difference between the compu‐
tation time required for the conventional method of Periodogram and that obtained by
Root-AR. Note that the processing was performed on 7500 samples and L = 10 using a
PC with an Intel i5-core processor and a 6 GB RAM.

Table 2. Estimation of computation time

PSD Periodogram Root-AR (without solution)
Computation time 0,041 s 13,09 s

Unfortunately, this problem will be even important in the case of real signals because
their size can easily exceed 100000 samples.

To solve this problem, we propose in the next sub-section to perform the processing
on a limited frequency band where fault-related frequencies may appear.

5.2 Effect of Processing on a Limited Frequency Band

Based on Table 1, it can be said that the frequency signatures of both faults studied in
this paper can appear only on the frequency band [20 Hz–90 Hz]. The application of
processing on this band will allow us to reduce the number of samples of the signal to
be processed and therefore we reduce the computation time.

In this aim, Figs. 7 and 8 show, respectively, the estimation of the PSD by periodo‐
gram and that using the Root-AR algorithm. We note that the signatures of both faults
are more readable without making successive zooms to show them.
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Fig. 7. Estimation of PSD by Periodogram over a limited frequency band.

Fig. 8. Estimation of PSD by Root-AR over a limited frequency band.

In addition, using this solution, we note that the computation time of Root-AR was
significantly reduced without affecting the desired results as shown in Table 3 below.

Table 3. Estimation of computation time when using a limited frequency band

Method Periodogram Root-AR (with solution)
Computation time (s) 0,042 0,33

Based on simulation results, we can observe the effectiveness of the Root-AR
approach introduced in this paper for the diagnosis of the outer race fault. In the next
section, an experimental study will verify the merits of the Root-AR method.

6 Experimental Results of Bearing Fault Diagnosis Using Root-AR
Approach

The motor used in these tests is a three-phase squirrel-cage induction motor coupled to
a DC generator used as a load. The parameters of the induction motor are given in
Appendix A. Furthermore, the effectiveness of the ROOT-AR method, like all classic
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or recent diagnosis methods using spectral analysis of vibration or electrical quantities,
require prior knowledge of the dimensions of the investigated bearing, to determine the
frequency band where the fault signature is likely to appear. The bearing dimensions
are given in Appendix B.

We consider in this paper the case of the outer race fault. This fault is artificially
created, as is shown in Fig. 9.

Fig. 9. Artificial bearing fault (outer race fault)

The measurement system contains three current Hall effect sensors, an implemented
anti-aliasing filter (for our tests, we chose a 400 Hz cutoff frequency), a tachometer for
measuring the mechanical rotor speed and an acquisition card. Then, a computer is used
for the processing of the acquired signals. This system is shown in Fig. 10.

Fig. 10. Experimental setup.

All acquisitions were made at the rated speed (for a torque estimated at 20 Nm) over
a period of 40 s with a sampling frequency of 1.5 kHz, which lead to a frequency reso‐
lution equal to 0.025 Hz. The different modes of motor operating used to validate our
diagnosis approach are:

– Motor operating with healthy bearings.
– Motor with faulty outer race “6 mm hole diameter”.
– Motor with faulty outer race “3 mm hole diameter”.

6.1 Tests with Healthy Motor

First, we’ll analyze the stator current in the case where both rolling-element bearings
have no apparent fault. This analysis will be considered as a reference for further tests.

In addition, we call “healthy motor” in this paper, a motor that does not present any
visually apparent faults in rotor, stator or bearings. This does not exclude the existence
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of imperfections related to either its manufacturing phase or to the existence of scratches
associated with its use.

Moreover, in the case of outer race fault, the failure will appear in a well defined
frequency band. Indeed, the theoretical frequency signature is calculated in Table 1.

Therefore, we choose the frequency band, which provides information on whether
or not there are an outer race fault, around [30 Hz–60 Hz]. Indeed, this frequency band
shows any harmonics of bearing in addition to the fundamental frequency (50 Hz).
Therefore, the search for fault signature will be performed on this frequency band.

In these conditions, Fig. 11 shows the stator current PSD using the periodogram in
the case of healthy motor. This figure shows the presence of two harmonics of very low
amplitudes around the fundamental at 45.58 Hz and 54.33 Hz. Figure 12 shows the Stator
current PSD using the improved approach of AR modeling, called Root-AR. This figure
shows the presence of another frequency around 59 Hz more precisely at 59.48 Hz
besides both harmonics obtained by the conventional method.
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Fig. 11. Estimation of the stator current PSD using periodogram (healthy motor)
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Fig. 12. Estimation of the stator current PSD using Root-AR (healthy motor)

We assume that these harmonics are caused by an imbalance rotor circuit and not to
a change in load as all our tests are performed at a fixed charge. Indeed, even while new
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motor has an imbalance in the rotor circuit due to its manufacturing phase. To demon‐
strate these statements, we consider the Eq. (8). Knowing that the measured mechanical
rotational speed is 1430 rpm for a slip of 4.6%, while under these conditions, the theo‐
retical frequency signature of an imbalance rotor cage is given in the following Table 4.

Table 4. Frequency signatures of a rotor fault in the frequency band of [40 Hz, 60 Hz] (Case of
a motor slip of 4.6%)

Lower Sideband Upper Sideband
fb = (1 ± 2ks)fs k = 2 k = 1 k = 1 k = 2
Theoretical frequencies (Hz) 40.8 45.4 54.6 59.2

This frequency (in bold) is only obtained with the proposed method.

This table shows that the theoretically frequency signatures of a rotor imbalance
should appear at the frequencies of 45.4 Hz and 54.6 Hz for k = 1 and the frequencies
of 40.8 Hz and 59.2 Hz for a multiplicity of k = 2.

Experimentally, we obtained 59.48 Hz with the proposed method. We can therefore
say that this harmonic represents the multiplicity of the rotor imbalance. Note that this
slight difference is certainly due to measurement errors on the mechanical speed. These
results show the power of the proposed method to detect the harmonic multiplicity 2,
something that the conventional method does not do. In addition, the non-appearance
of the frequency corresponding to k = 2 in the Lower Sideband is due to the selected
NH. In fact, if we increase this parameter, we can easily detect this frequency but at the
expense of the emergence of false alarms.

6.2 Tests with an Outer Race Fault of 6 mm Diameter

Thereafter, a test is conducted under an outer race fault (with a hole of 6 mm diameter).
Stator current PSD using the periodogram and Root-AR approaches are represented,
respectively, by Figs. 13 and 14.

Fig. 13. Estimation of the stator current PSD using periodogram (6 mm diameter fault)
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Fig. 14. Estimation of the stator current PSD using Root-AR (6 mm diameter fault)

Only the PSD spectrum using Root-AR shows the fault by the mean of a frequency
at the theoretical frequency of outer race fault while the PSD by periodogram does not
show clearly the fault.

6.3 Tests with an Outer Race Fault of 3 mm Diameter

Finally, another test is performed using the same fault with a smaller diameter of the
outer race fault with a 3 mm hole. This fault will be used to illustrate the case of an
incipient fault. This test also helps to demonstrate the behavior of each method with the
evolution of the fault. This is illustrated in Figs. 15 and 16.

Fig. 15. Estimation of the stator current PSD using periodogram (3 mm diameter fault)

We notice that the frequency signature of the outer race fault on the spectrum using
Root-AR approach changes in amplitude due to fault severity, while the identification
of the outer race fault on PSD by periodogram remains impossible. For the Root-AR
approach, we assume that the harmonics observed around 30 Hz are false alarms.

Therefore, Table 5 illustrates the evolution of the outer race harmonic’s amplitude
following the fault severity using the Root-AR approach:

406 A. F. Aimer et al.



Table 5. Amplitude changes following fault severity

Fault type 6 mm hole diameter 3 mm hole diameter
Amplitude (dB) −46.81 −56.20

Fig. 16. Estimation of the stator current PSD using Root-AR (3 mm diameter fault)

In addition, several harmonics appear on the spectrum the Root-AR approach with
very low amplitudes (less than −50 dB). We assume that these harmonics are false
alarms.

Note that the main reason for the emergence of false alarms is due to an overesti‐
mation of the harmonic number NH used in AR modeling. This overestimation may have
negative effects on the reliability of diagnosis especially if this false signature appears
at the same frequency position than that of another type of fault. For this reason, a check
of the estimated frequencies is required. Thus, to avoid confusion between false signa‐
tures due to an overestimation of NH and the other frequency signatures of different
faults, we propose to apply this method not on a single frequency band, but on several
bands where the fault signature may appear depending on the multiplicity k or m (see
Eq. 5 and 8).

However, it may be noticed that in addition to the efficient identification provided
by the Root-AR approach, a further improvement is made in the computation time by
performing the processing over the limited frequency band around the theoretical fault
signature. Indeed, the main disadvantage of high resolution signal processing techniques
is the computation time. Using the Root-AR approach, we get to have a competitive
computation time compared to the conventional technique by periodogram as shown in
Table 6.

Table 6. Estimation of computation time

Method Periodogram Root-AR
Computation time (s) 0.09 0.11
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7 Conclusion

In this paper, a diagnosis method is proposed based on the auto-regressive modeling of
stator current. Two improvements are made to the AR modeling. Indeed, an improved
algorithm of modeling AR called Root-AR, is developed in order to have a better iden‐
tification of the searched harmonics. Then we choose to perform processing over a
limited frequency band around these harmonics. Thereby, we reduced the number of
samples and therefore, reduced the computation time which is a major disadvantage of
the AR modeling.

Through simulation tests and experimental results, we could verify the effectiveness
of the Root-AR approach against the conventional method of the periodogram.

Furthermore, we can mention another advantage of using this method in real cases
in addition to the good resolution and clarity of the spectrum of the proposed method.
Indeed, in the presence of several faults at the same time, the conventional method gives
a large spectral preview, while the user has to search the fault signatures by making
successive zooms on the frequency zones data. Otherwise, with the proposed method,
we only have to define several frequency bands to be analyzed according to the searched
fault and the multiplicity of appearance of its signature.

Appendix A. Induction Motor Parameters

Rated power 3 kW
Supply frequency 50 Hz
Rated voltage 380 V
Rated current 7 A
Rated speed 1440 rev/min
Number of rotor bars 28
Number of poles pairs 2

Appendix B. Geometric Parameters of Rolling-Element Bearing
“Reference ZZ-6025 Coupling Opposite Side”

Ball diameter Db 7.835 mm
Cage diameter Dc 38.5 mm
Number of balls Nb 9
Contact angle β 0
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Abstract. Induction motor diagnosis using the Power Spectral Density esti-
mation or PSD, based on the Fourier Transform calculation, is not recommended
for the processing of non stationary signals (case of variable speed applications).
In fact, under these conditions, the analysis with this approach is no more
reliable. To resolve this, we use in this paper, the Short Time Fourier Transform
(STFT), to obtain information on changes of the frequencies over time. Fur-
thermore, we propose the use of a new approach called Maxima’s Location
Algorithm (MLA) which will be associated to the STFT analysis to show only
harmonics with useful information on existing faults. This approach will be used
in the diagnosis of bearing faults of a PWM inverter-fed induction motor
operating at variable speed. Experimental results show the merits of the pro-
posed approach on the reliability of the bearing fault detection.

Keywords: Induction motor � Bearing faults diagnosis
Time-Frequency analysis � STFT � MLA

1 Introduction

The induction motor is the most common electric machine in the industry. Its main
advantage is the absence of sliding electrical contacts, which leads to a simple and
robust structure easy to build with a low cost. However, various faults can appear on
the induction motor making the fault detection procedure necessary to prevent the
interruption of the industrial process. A statistical study carried out on several medium
and high power range induction motors [1], showed that the bearing faults account for
69% of all failures. Furthermore, most of the bearing faults act on the geometric shape
of the rolling elements by surface ripples, cracks in the two races (inner and outer) or
damage on the bearing cage. Another statistical study conducted by the General
Electric Company has shown that over 39% of the bearing faults occur on both inner
and outer races [2].

Several researches investigated vibration analysis for bearing faults diagnosis [3–5].
Unfortunately, its main drawback is the vibration sensor’s location which must be
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placed in a specific position of the machine. Another technique is also used increas-
ingly in recent years, based on the motor current signature analysis (MCSA). Indeed,
several studies [6, 7] showed that the stator current bring information on almost all
electrical and mechanical faults that may occur in the induction motor.

To analyze the stator current for extracting useful information on the existence or
not of these faults, several studies [8–11] use the non-parametric method based on the
estimation of the Power Spectral Density (PSD) by Periodogram. However, this
method has several drawbacks which are essentially due to frequency resolution
problem. Indeed, the estimation of the PSD introduces a smoothing effect and a side
effect associated to the selected weighting window [11]. This is reflected in the
appearance of side lobes in the stator current spectrum, which reduces the level of
analysis. In this context, authors in [12] provides a study on different weighting win-
dows, showing the effectiveness of the use of Hanning window in improving the
frequency resolution and to decrease both smoothing effect and side effect in some fault
cases. Unfortunately, this choice is not always valid for certain operating modes such as
diagnosing rotor faults at very low load, because the fault signature is embedded in the
fundamental. For this, many researchers have focused their works in recent years on the
use of the Hilbert method to avoid the fundamental effect on the current spectrum
analysis and avoid the problem of the choice of the weighting window [13, 14]. The
Hilbert method is certainly suitable for diagnosis of rotor faults, but it is not very
effective for other types of faults.

Moreover, all these methods are inadequate in the case of a load change. Indeed, for
this operating mode, the signals become non-stationary and therefore require the use of
other methods such as time-frequency methods and time-scale methods. For the time-
frequency methods, the most used approach is the Short Time Fourier Transform
(STFT) [15, 16]. This method allows the monitoring of useful information of the signal
depending on speed change for example. However, its main disadvantage is its low
time-frequency resolution. In the same family, another method based on the Wigner-
Ville Distribution (WVD) [17, 18] improves the time-frequency resolution to the
detriment of the rise of interference terms or cross terms around the frequencies of the
signal, mainly due to the noise embedded in the signal. Unfortunately, this procedure
causes a shifting of frequencies. In other hand, time-scale methods are also used in the
analysis of non-stationary signals, the best known method is undoubtedly that based on
wavelet transform [19–22]. Of course, this method is very effective in the case of
change of speed or load, but its major drawback is the complexity of interpreting the
resulting spectra and the long computation time, in addition to the importance of the
choice of the used wavelet.

Therefore, we choose to use in this paper, the Short Time Fourier Transform
(STFT), giving additional information on changes of the frequencies over time for the
analysis of the stator current signal. Furthermore, in order to improve the reliability and
efficiency of the plot of the obtained results, we propose to apply the STFT approach
only on a limited frequency band where the searched fault is likely to appear. In
addition, we propose the use of a new approach called Maxima’s Location Algorithm
(MLA) which will be associated with this calculation to show only harmonics with
useful information on faults. This will allow us to have a better representation of the
frequency signatures in the resulting Time-Frequency spectrum of the stator current by
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following also the changes of frequencies over time. This approach will be used in the
diagnosis of bearing faults of a PWM inverter-fed induction motor operating at variable
speed. In this aim, several experimental tests in transient state are achieved in order to
illustrate the merits of the association of the STFT/MLA approaches and validate our
proposition.

2 Frequency Signatures of Bearing Faults

The rolling-element bearings act as an electromechanical interface between the stator
and the rotor. In addition, they represent the holding element from the shaft of the
machine to ensure a proper rotation of the rotor. The bearings are constituted by two
races, the inner race and the outer race, balls and the cage which provide equidistance
between the balls as is shown in Fig. 1 [23]. Failures may affect the bearing on both
races, on the ball or on the cage. Several studies have shown that the failure of each
bearing element is manifested by a vibration frequency characterizing the fault type [24].

• Characteristic frequency of the outer race fault

fo ¼ Nb

2
fr 1� BD

CD
cos b

� �
ð1Þ

• Characteristic frequency of the inner race fault

fi ¼ Nb

2
fr 1þ BD

CD
cos b

� �
ð2Þ

• Characteristic frequency of the ball fault

fball ¼ CD

BD
fr 1� B2

D

C2
D
cos2 b

� �
ð3Þ

Fig. 1. Geometry of a rolling-element bearing.
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• Characteristic frequency of the cage fault

fcage ¼ 1
2
fr 1� BD

CD
cos b

� �
ð4Þ

Where Nb is the number of bearing balls, BD and CD respectively, are the ball and
the cage diameter, b is the contact angle and fr the mechanical rotor frequency.

Furthermore, the bearing faults signatures appear in the stator current spectrum at
the following frequencies [24]:

fbear Hzð Þ ¼ fs � m � fvj j with m ¼ 1; 2; 3. . . ð5Þ

where fs is the supply frequency and fv is the fault characteristic frequency corre-
sponding to either fo, fi, fcage or fball.

3 Time-Frequency Analysis

The Fourier transform of stator current is expressed by the following equation:

FTis fð Þ ¼
Z1
�1

is tð Þe�j2pftdt ð6Þ

We define the power spectral density or PSD as the square modulus of the Fourier
transform, which is independent of the signal phase. Therefore, any information on the
frequency changes with time variation is lost in the PSD. The idea of the STFT is to
introduce the local frequency concept so that the Fourier transform is applied to the
signal through a sliding window over which the signal is considered as stationary, as
shown in Fig. 2.

Fig. 2. The sliding window concept.
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This transform represents the results in a time-frequency plane composed of
spectral characteristics over time. The Short Time Fourier Transform or STFT is
defined by:

STFTis t; fð Þ ¼
Zþ1

�1
is sð Þh s� tð Þ�e�j2pf sds ð7Þ

The STFT is constituted by the FT of is sð Þh� s� tð Þ obtained by weighting is sð Þ by
the window h� s� tð Þ which is a short time analysis window localized around t and that
shifts by varying the time. Join to h sð Þ, the family of functions depending on two
parameters t and f, defined by [15]:

ht;f sð Þ ¼ h s� tð Þej2pf s; t; fð Þ 2 <2 ð8Þ

The numbers STFTis t; fð Þ are commonly called projections of is sð Þ on the function
system ht,f. If h is the rectangle window of T support, the STFT consists in taking the
FT of a sequence of signals equal to is on the support and zero elsewhere. We begin by
the discrete-time signal [isn = is(nT)], T > 0. Let hn = h(nT) and N the number of
samples in the analysis window. Finally, we introduce a discretization of the frequency
variable f. The STFT is then defined by the entire numbers Isk,n calculated as follows:

Isk;n ¼
XN�1

n¼0

isnþ k h
�
ne

�j2pn
N; k 2 Z; n ¼ 1; 2; . . . ð9Þ

4 Heisenberg-Gabor Uncertainty Principle

The uncertainty principle, also called time-frequency inequality, is based on the
uncertainty relationships established by Werner Heisenberg in quantum mechanics.
The analogy with the work of Heisenberg for the Fourier transform was made by
Dennis Gabor in 1946. Let us consider the finite energy signal x(t), centered in time and
frequency around zero. Gabor defines the duration Dt and the spectral band Df as
follows [15]:

Dt ¼ 1
Ex

Z þ1

�1
t2 x tð Þj j2dt ð10Þ

Df ¼ 1
Ex

Z þ1

�1
f 2 X fð Þj j2df ð11Þ

Where Ex is the energy of the signal given by the Parceval relationship:
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Ex ¼
Z þ1

�1
x tð Þj j2dt ¼

Z þ1

�1
X fð Þj j2df ð12Þ

Therefore, the time-frequency inequality is defined by [11]:

Dt � Df � 1
4p

ð13Þ

It expresses the fact that the duration-band product of a signal is lower bounded for
a Dt duration and a Df spectral band. In other words, a great accuracy in frequency
localization leads to a low accuracy in time localization and vice versa. The STFT is
subject to the uncertainty principle due to the use of Fourier transform. This issue
requires the search for the best time-frequency compromise suitable to the case con-
sidered in determining the correct window width. Gaussian window has the best time-
frequency localization. Indeed, it verifies the following equality:

Dt � Df ¼ 1
4p

ð14Þ

Finally, the choice of the window is important because it represents another
compromise (comparable to the time-frequency compromise) between the main lobe
width and the amplitude of the sideband in the frequency domain.

5 Stator Current STFT Improvements

The Short Time Fourier Transform (STFT) as any time-frequency representation is
subject to the computation time problem. In addition and due to the Heisenberg-Gabor
inequality, the STFT has a low time-frequency resolution. For these problems, we bring
in this paper some improvements to the STFT as follows, in order to obtain a better
identification of bearings faults using the STFT.

5.1 Processing Over a Limited Frequency Band

The major drawback of the time-frequency approaches is the computation time which
is very important and that increases with the number of samples and the number of
searched harmonic. But knowing that the signature of each type of fault is localized
within a specific frequency band of the stator current spectrum, the idea that we
propose for solving this problem is to analyze only the frequency band where the
signature of the searched harmonic is likely to appear. This solution will reduce the
length of the signal on which we shall work and consequently reduce the computation
time. Thus, the proposed algorithm is based on the application of the processing only
over a given frequency band defined by a low cutoff frequency fl and a high cutoff
frequency fh. The cutoff frequencies in this band will be selected on the spectrum width
[0, fsf/2], (fsf being the sampling frequency) depending on the type of the studied fault.
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With this solution, the processing will be done on 2:N:fp=fsf samples where fp ¼ fh � fl
but not on the N starting samples, reducing the computation time [24].

5.2 Maxima’s Location Algorithm

To improve the readability of the time-frequency stator current spectrum, we associate
with the STFT a Maxima’s Location Algorithm on a defined frequency band. Indeed,
the algorithm locates the maximum harmonic numerically in the selected frequency
band corresponding to the harmonic characterizing the bearing fault [25].

6 Experimental Validation

The motor used in these experimental tests is a three phase squirrel cage induction
motor fed by a three-phase inverter and coupled to a DC generator used as a load. The
induction motor characteristics are: 3 kW, 1410 rpm, 4 poles. The measurement set
consists of three Effect Hall current sensors and an acquisition card. The entire set is
connected to a computer for viewing, processing the measured signals and for gen-
erating the signals necessary for the control of the inverter. These control signals are
obtained using a Space Vector PWM through the DSPACE 1104, as illustrated in
Fig. 3.

In addition, a tachometer is used for measuring the real mechanical speed of our
motor. All acquisitions were performed with an acquisition time of 40 s. with a
sampling frequency of 3 kHz, which lead to a frequency resolution of 0.025 Hz.

The bearing studied in this paper is a rolling-element bearing with 6205-ZZ ref-
erence; the geometrical parameters of this bearing are given in the appendix. In this
context, an outer race fault is created artificially in order to have the same situations as
real cases. Indeed, a scratch of 2 mm width and 2 mm deep is created in the outer race.
Hence, Fig. 4 illustrates the outer race fault created in the bearing used in our exper-
imental tests.

The different operating modes performed to validate the diagnosis procedure using
the proposed approach are:

Fig. 3. Experimental setup description.
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• Motor operating with a healthy bearing fed with and without inverter for a supply
frequency of 50 Hz;

• Motor operating with a healthy bearing fed by inverter for a supply frequency of
30 Hz;

• Motor operating with an outer race fault fed with and without inverter for a supply
frequency of 50 Hz;

• Motor operating with an outer race fault fed by inverter for a supply frequency
of 30 Hz;

• Motor operating with an outer race fault fed by inverter for a supply frequency
variation from 30 Hz to 50 Hz.

Knowing that the measured signals are random type, several acquisitions were
made for each operating mode in order to have a more reliable analysis. Theoretically,
the outer race fault signature for both supply frequencies 50 Hz and 30 Hz (for m = 1)
is determined from Eqs. (1) and (5). This fault signature is given in Table 1.

6.1 Motor Operating with a Healthy Bearing Fed with and Without
Inverter for a Supply Frequency of 50 Hz

In this first operating mode, we analyze the stator current in case of healthy bearings
with no apparent fault when the induction motor is fed directly from the mains and by a
PWM inverter. Figure 5a shows the spectrum of the stator current when the motor is
supplied directly from the mains. It is clear that the spectrum in this case represents
only the fundamental and two harmonics around the fundamental. Both harmonics
represent the signature of an unbalanced rotor circuit because some air bubbles may
remain during the operation of molding the rotor cage for any motor, even for new
motors. Note that there is no harmonic on the frequency band which may contain the
outer race signature.

Fig. 4. Artificial bearing fault (outer race fault).

Table 1. Bearing fault’s theoretical frequencies

Supply frequency 50 Hz 30 Hz
Theoretical frequency (m = 1) 37.16 Hz 22.29 Hz
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Figure 5b illustrates the stator current spectrum when the motor is fed by a PWM
inverter with a supply frequency of 50 Hz. From this spectrum and beside the fun-
damental harmonic and the imbalance signature of the rotor cage, the spectrum contains
more harmonics compared to Fig. 5a. The origin of these additional harmonics is
related to the PWM inverter. This demonstrates the high rate of harmonic pollution
introduced by the PWM inverter. The presence of harmonics will certainly have a
negative effect on fault diagnosis. Indeed, the existence of these harmonics leads to a
difficult fault detection, especially if the fault signature is close to these harmonics and
if their signatures have very low amplitude as in the case of bearing faults.

6.2 Motor Operating with a Healthy Bearing Fed by Inverter
for a Supply Frequency of 30 Hz

This test is performed to demonstrate the effect of the supply frequency variation in the
stator current spectrum. To this end, Fig. 6 illustrates the spectrum of stator current of a
healthy motor when the motor is fed by a PWM inverter at a supply frequency of
30 Hz. In this spectrum, we can note the existence of the fundamental at the frequency
of 30 Hz and the frequency signature of the rotor cage imbalance from either side of the
fundamental. Also, we note the existence of harmonics associated with the PWM
inverter as shown in Fig. 5b, which makes the bearing fault detection difficult even
impossible with this supply frequency.

Fig. 5. Stator current spectrum for a supply frequency of 50 Hz. (Healthy bearing case)
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6.3 Motor Operating with an Outer Race Fault Fed with and Without
Inverter for a Supply Frequency of 50 Hz

The aim of this test is to illustrate the difficulty of bearing fault detection when the
motor is fed by a PWM inverter. Indeed, Fig. 7 shows the stator current spectrum in the
presence of an outer race fault when the motor is supplied directly from the mains
(Fig. 7a), and when the motor is supplied by a PWM inverter (Fig. 7b).

Fig. 6. Stator current spectrum for a supply frequency of 30 Hz with inverter. (Healthy bearing
case)

Fig. 7. Stator current spectrum for a supply frequency of 50 Hz. (Outer race fault case)

420 A. H. Boudinar et al.



We can notice in these figures the existence of the fundamental frequency and the
rotor cage imbalance signature. In addition, we are barely able to detect the outer race
fault signature in Fig. 7a because it is slightly higher compared to the other harmonics,
while it is impossible to detect the fault signature in Fig. 7b because it is embedded in
the harmonics generated by the PWM inverter, which again shows that the bearing fault
detection is more difficult even impossible when the motor is fed by a PWM inverter.

6.4 Motor Operating with an Outer Race Fault Fed by Inverter
for a Supply Frequency of 30 Hz

The purpose of this test is to show the effect of the inverter in the presence of a bearing
failure when the motor is operating at a 30 Hz supply frequency. Therefore, Fig. 8
illustrates the spectrum of the stator current in this case.

It may be noted that the outer race fault signature is impossible to detect because of
the harmonics generated by the inverter. Moreover, only the fundamental frequency
and rotor cage imbalance signature are detectable on this spectrum. These findings are
the same as those observed in Fig. 7b.

To validate the proposed STFT/MLA approach, we apply in the case where the
motor is fed by a PWM inverter with a 50 Hz and 30 Hz supply frequencies. Under
these conditions, Fig. 9 illustrates the analysis of the stator current using this new
approach in the presence of an outer race fault with a supply frequency of 50 Hz
(Fig. 9a) and a supply frequency of 30 Hz (Fig. 9b). From these two figures, we clearly
notice the fundamental frequency and the rotor cage imbalance signature. Note that the
difference between the fundamental frequency and the rotor cage imbalance signature is
about 2.7 Hz for a supply frequency of 50 Hz and approximately 1.7 Hz for a supply
frequency of 30 Hz. Moreover, there is a slight fluctuation on the rotor cage imbalance
for fundamental frequency of 50 Hz, due to a slight change in the motor slip during
these tests.

Fig. 8. Stator current spectrum for a supply frequency of 30 Hz with inverter. (Outer race fault
case)
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Also we note that the proposed approach allows the detection of the outer race fault
signature at 37.4 Hz for a 50 Hz supply frequency and at 21.7 Hz for a 30 Hz supply
frequency. These signatures correspond to the fault theoretical signatures seen in
Table 1 with a slight difference. This difference may be explained by the measurement
error in the speed measurement, the frequency resolution or the change of the motor
slip during these tests. These results clearly show the effectiveness of the approach
proposed in fault detection and are a validation of the proposed approach in a steady
state operating mode (case of stationary signals).

6.5 Motor Operating with an Outer Race Fault Fed by Inverter
for a Supply Frequency Variation from 30 Hz to 50 Hz

The purpose of this test is to show the ability and the efficiency of the proposed
approach compared to the conventional method in the detection of bearing failures
signatures when the frequency changes over time. For this aim, Fig. 10 illustrates the
stator current spectrum when the supply frequency varies from 30 Hz to 50 Hz.

This spectrum indicates the existence of two major frequencies observed at 30 Hz
and 50 Hz. In this case, we note that it is impossible to detect the rotor cage imbalance
and the outer race fault signatures. In addition, this spectrum can not indicate the
supply frequency with which we began our tests and that with which we ended. This is
the major drawback of this method of analysis of the PSD estimation using
Periodogram.

Fig. 9. Stator current Time-Frequency spectrum using the STFT/MLA approach with outer race
fault.
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Figure 11 shows the time-frequency representation of the stator current obtained
the proposed approach of the STFT/MLA association. From this figure, we can validate
the ability of the proposed approach in the detection of: the fundamental frequency, the
rotor cage imbalance signature and the outer race fault signature. But especially to see
their evolution in time.

Thus, according to Fig. 11, we see that the supply frequency used at the beginning
of the tests is 30 Hz at about 5 s. At this time, a continuous variation of the supply
frequency is carried out until 15 s. And from that moment until the end of the tests, the
supply frequency is set to 50 Hz. This finding is similar to the signatures behaviour of
rotor cage unbalance and the outer race fault. Therefore, no information is lost after the
application of the proposed STFT/MLA association unlike the conventional peri-
odogram technique. We can thus see that all failure signatures follow the variation of
the supply frequency over time. These results clearly show and validate the capacity
and effectiveness of the proposed approach. We note also the improvement of the
readability of the time-frequency spectrum using the proposed approach.

Fig. 10. Stator current spectrum with outer race fault for a supply frequency variation from
30 Hz to 50 Hz

Fig. 11. Stator current Time-Frequency spectrum using the STFT/MLA approach with outer
race fault for a supply frequency variation from 30 Hz to 50 Hz
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7 Conclusion

The proposed approach in this paper is based on the combination of the time-frequency
analysis using the STFT associated to the MLA algorithm for the detection of induction
motor bearing faults when the motor is fed by a variable supply frequency through a
PWM inverter. The results show the reliability and effectiveness of the proposed
solution. Indeed, according to the different plots obtained, we see clearly and precisely
the variation of the supply frequency delivered by the PWM inverter. This can
therefore tell us about the evolution of the motor speed in time. In addition, this
approach also allows us to monitor the fault signatures following the change of the
motor speed. This information is of course not possible to detect with the conventional
method of the PSD estimation by periodogram.
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Abstract. UAV images are widely used in many applications, however, there are
some problems with these images, e.g. the Field Of View (FOV) of these images
is smaller than those of traditional aerial images, and also; the resolution of them is
less than those of aerial ones. As a solution for these problems, these images with
small views can be mosaiced together in order to increase the visual field and the
image resolution. The most important part of image mosaicing algorithm is to find
out correspondence points between the split images. Different approaches were
proposed for features matching task, but most of them takes a long calculation time
and give a lot of false associations. Since the Local Binary Patterns Descriptors
(LBPDs) provide good and robust description for the detected key-points in two
overlapped images, fast and good features matching can be obtained using the
measured Hamming distance between two LBPDs. But LBP approach depends on
interpolation technique; which leads to false matching results, therefore, in our
proposed algorithm, we will develop Adapted LBPDs in order to overcome draw‐
back of LBP technique.

Keywords: UAV · Image mosaicing · Harris · A LBPDs

1 Introduction

Since many years and even before the age of digital computers, image mosaicing was
known. Previously, all images that were made from hilltops or balloons, were manually
pieced together, but after the invention and development of airplane technology, and
due to the limited flying heights of the first airplanes and the need for large photo maps,
professionals were forced to create image mosaics from overlapping photographs [1].
The research on image mosaic technology is widely common in many research fields
such as; aerial mapping, space exploration, remote sensing image processing, medical
image analysis and other fields, that is why it has become the focus of computer graphics
research in recent years.
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An Image Mosaic is a synthetic composition generated from a sequence of images
and it can be obtained by understanding geometric relationships between images. The
geometric relations are the coordinate systems that relates the different image coordinate
systems [2].

Constructing image mosaics is an active area of research in the field of computer
vision, image processing, and computer graphics. Since many years, image mosaics
were used for various applications, and the most traditional application was and still
until now; the construction of large aerial and satellite photographs from collections of
overlapped images [3].

There exist more recent modern applications for image mosaicing including; scene
stabilization, change detection, video compression. The good performance of an image
mosaicing algorithm depends primarily on the performance of the used techniques for
features detection and matching. The features represent the world as a set of spatially
located pixels. When using this kind of representation, the main advantage is that the
representation is compact, and therefore suitable for operating in large environments.
For that, we are going to study the most important approaches to detect and match
invariant and distinctive features from overlapped images.

Our contributions in this paper is to find a solution for areal images because of
distortion, illumination conditions and visual field, also we suggest to use classical
features detector with modern binary descriptors (LBPDs) and adapt the LBP technique
in order to use it in the features matching stage. In this paper we will discuss some works
performed in the domain of image mosaicing (Sect. 2); then we will state in (Sect. 3)
the necessary stages needed to create a mosaiced image, and we will introduce the
general framework of LBP technique (Sect. 4). Our image mosaicing algorithm will be
presented in Sect. 5. The obtained results will be presented in Sect. 6. Finally, we will
end with some conclusions (Sect. 7).

2 Related Work

In the literature [4], a novel and fast strategy was proposed for registering and mosaicing
UAV data (aerial images). Firstly, the total number of the pyramid octaves in scale space
was reduced to speed up the matching process; sequentially, RANSAC (Random Sample
Consensus) issued to eliminate the mismatching tie points. Then, bundle adjustment was
introduced to solve all of the camera geometrical calibration parameters jointly. Finally,
the best seam line searching strategy based on dynamic schedule was applied to solve
the dodging problem arose by aero plane’s side-looking.

In [5], the goal of this research was to estimate the homography matrices that can
precisely register UAV images onto the Google satellite map with less distortion. It may
perform image registration between consecutive UAV images by using the scale invar‐
iant feature transform (SIFT) techniques. In contrast, for UAV-to-Google image regis‐
tration, it was a great challenging task due to quality mismatch.

The PhD project of NEMRA Abdelkrim which was done in Cranfield University in
2010 [6] presents robust solutions to technical problems of airborne three-dimensional
(3D) Visual Simultaneous Localization And Mapping (VSLAM). These solutions were
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developed based on a stereovision system available onboard Unmanned Aerial Vehicles
(UAVs). The proposed airborne VSLAM enables unmanned aerial vehicles to construct
a reliable map of an unknown environment and localize themselves within this map
without any user intervention.

3 Construction of Image Mosaic

3.1 Features Detection

The concept of features has been widely used in order to solve many problems in
computer vision domain such as image registration, and visual tracking. The main
advantage of features detection is selecting special parts in the image and doing the
desired analysis on them. The most desired features are points, because their coordinates
can be directly used to determine the parameters of a transformation function that regis‐
ters the images [7, 8]. In some images it may not be possible to detect point features;
however, lines or regions may be detected. In such situations points are derived from
the lines and regions. For example, both intersections of corresponding line pairs
produce corresponding points. These types of primitives are the most desired features,
because they can be easily visible and can be detected using simple detectors.

3.2 Features Matching

Once the interest points have been found,, the overlapping images can be identified by
establishing the correspondences (matching) between all image pairs. The matching is
to find for each point of an image, its correspondent in the other image knowing that the
image points are projections of the real 3D points of the same scene. Several matching
methods were proposed in the literature. Mainly, there are known methods based on
correlation comparison criteria, there are other methods based on a comparison between
the features descriptors (Descriptor based matching) and other methods based on
tracking points of interest (Optical flow) [9].

3.3 Image Transformation

There are many situations in computer vision where estimating a one of the image
transformations may be required. In our case, for image mosaicing; we need a transfor‐
mation model to project two overlapped image on each other to create an image mosaic,
therefore; the projective transformation (homography) is the most suitable model for
our purpose.

The estimation of the homography between two views is a key step in many appli‐
cations involving multiple view geometry. The homography exists between two views
between projections of points on a 3D plane [6].
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3.4 Image Warping

Image warping is the act of distorting a source image into a destination image according
to a mapping between source image I(x, y) and destination image I′(x, y). The mapping
is usually specified by the function I′(x, y) = T(I(x, y)).

Images aligned after undergoing geometric corrections most likely require further
processing to eliminate remaining distortions and discontinuities. Alignment of images
may be imperfect due to registration errors resulting from incompatible model an
assumption. Image warping stage can be divided into two approaches which are image
re-projection then image blending.

4 Adapted Local Binary Patterns Descriptors

4.1 Local Binary Patterns

Local Binary Patterns (LBP) algorithm is a binary system description which expresses
the relationship of size of a gray image pixel point and its neighborhood pixels points;
it was originally used to describe image texture information. Nowadays, research
workers put forward a lot of improved LBP algorithm which has been applied in features
matching; face recognition, etc. because of its simple computation complexity and
partial scale, rotation, and illumination invariance [10].

4.2 Adapted LBP Features Descriptors

The original LBP operator labels the pixels of an image with decimal numbers, called
Local Binary Patterns or LBP codes, which encode the local structure around each pixel.
So, to describe pixel points, it should be compared with its N neighbors, however; if we
want to take N greater than 8 in circular way around the pixel; some interpolations need to
be done [11], this may lead to some errors, thus, in our method we propose to adapt LBPDs
and avoid these interpolations. Creating the ALBP descriptors is summarized below:

(1) For the nearest 8 neighborhoods, the gray values of their pixel points should be
compared with the gray value of the central pixel point. According to the compar‐
ison sign value, binarization can be done to those 8 neighborhood pixel points, i.e.
If a pixel point’s gray value is greater than the central pixel point’s, the gray value
will be set to 1, and if a pixel point’s gray value is less than the central pixel point’s,
the gray value will be set to 0.

(2) For the second nearest 8 neighborhoods, such that the distance between old neighbor
pixels and new neighbor pixels is one pixel we repeat all procedures done in step 1.

(3) For the third, fourth …, Nth nearest 8 neighborhoods, such that the distance between
old neighbor pixels and new neighbor pixels is one pixel, we repeat step 1.

(4) We concatenate the obtained all eight binarized vector obtained from step (1, 2, and
3) to get N*8 binary vector.

(5) After the binarization, the obtained binarized gray values of the eight neighborhood
pixel points should be multiplied by weight matrix as shown in (Fig. 1).
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Fig. 1. The steps to create LBP feature descriptor (P = 8, R = 1).

(6) The decimal numeral after adding the eight values up is LBP = 1 + 2 + 4 + 16 =
23. And the binary vector is LBP = (10110010).

A local neighborhood is defined as a set of sampling points evenly spaced on a circle
which is centered at the pixel to be labeled, and to deal with the sampling points that do
not fall within the pixels, we proposed taking always eight pixels that do not need to be
interpolated using bilinear interpolation, thus allowing for any radius and large number
of sampling points in the neighborhood [11–13].

Figure 2 shows how to take at each step only eight neighbor pixels with exact pixel
values instead of taking all neighbor pixels and interpolating values of some pixels.

Fig. 2. LBPDs for different values of points (P) and radius (R).

For any radius and any number of sampling points in the neighborhood, the local
binary patterns code for a pixel located at coordinate (xc, yc) can be defined in Eq. (1) as:
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LBPN,R(x, y) =

N−1∑

p=0

S(gp − gc)2p

{
S = 1 if gp ≻ gc and S = 0 if gp ≺ gc

(1)

Where:

gc is the central pixel.
gp is the neighbor pixel.
P is the order of surrounding pixel.

4.3 Efficient Distance Matching for ALBP Descriptors

Given binary vectors for all features in the overlapped images, we can efficiently
compare them. Unlike standard feature descriptors which undergo a large variety in
descriptive power. For two feature points, pij and pi′j′ from images i and i′ respectively,
we can compute the matching distance as defined in Eq. (2) [11]:

dS(pij, pi′j′ ) = dham(
⌢

hij,
⌢

hi′j′ ) (2)

Where:
dham(a, b) is the Hamming distance between the two binary vectors a and b

(
⌢

hij,
⌢

hi′j′ ).
If two features are compared, small distance value context between them is a sign

of good match ability. Although in the ideal case the binary vectors of the matched
features should be completely coinciding, some relaxation should be made to avoid
mismatching due the noise in the binary vectors. For that, we define features to have a
potential to be matched if their matching distance is smaller than a threshold tham.

5 A LBP Based Image Mosaicing Algorithm

Indeed, there are several algorithms and architectures that can be adopted for image
mosaicing. For algorithms design, instead of using Harris corner detector, SIFTS or
SURF detectors/descriptors can be used. The simplicity of the algorithm is one of the
main things that we have focused on. So we have chosen a simple corner detector
(Harris). The following diagram (Fig. 3) shows the basic followed stages in order to
build our system of image mosaicing.

434 A. Lati et al.



Fig. 3. The main stages of image mosaic construction.

5.1 Features Detection

5.1.1 Harris Corner Detector
Harris corner detector has been proposed by Harris C and Stephens MJ in 1988, It is
based on the local auto correlation function of a signal [14, 15]. The corners image
features are discrete, reliable and meaningful, therefore; they were involved in several
computer vision application since a long time. The basic idea of this detector is the
necessity of easily recognizing the point by looking at intensity values within a small
window and by shifting the window in any direction; we should have a large change in
appearance.

5.1.2 Algorithm of Harris Corner Detector
The algorithm behind the Harris Corner Detector is as follows:

1. Computing derivatives Ix and Iy for the image, where Ix and Iy are partial derivatives
of I(x, y). Computing partial derivatives Ix (x, y), Iy(x, y) by finite differences:

Ix(x, y) ≈ I(x + 1, y) − I(x, y) and Iy(x, y) ≈ I(x, y + 1) − I(x, y)

2. Constructing cornerness map.
(a) Computing autocorrelation matrix for each pixel:

M =

(
A C

C B

)
(3)
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A =

(∑
i

𝜕Ii

𝜕x

)2

B =

(∑
i

𝜕Ii

𝜕y

)2

C =

(∑
i

𝜕Ii

𝜕x

𝜕Ii

𝜕y

)

For all is in the window.
(b) Computing cornerness measure MSc:

MSc(x, y) = det(M) − k(trace(M))2 (4)

or

MSc(x, y) =
det(M)

trace(M)
(5)

Where:
• K is a constant (usually 0.04)
• det(M) = λ1λ2 = AB – C2

• trace(M) = λ1 + λ2 = A + B
3. Constructing threshold cornerness map:

• if MSc(x, y) < threshold then MSc(x, y) = 0
Where MSc(x, y) is the cornerness measure of the pixel (x, y).

5.2 Features Matching

5.2.1 ALBP Based Features Matching
From the description of Local Binary Descriptors (LBDs), it is clear that they involve
only simple arithmetic operations. Furthermore, the distance between two LBDs is
measured using the Hamming distance, which is a simple bitwise exclusive or (XOR)
instruction [16]. Hence, computation and matching of LBDs can be implemented effi‐
ciently. Since they also provide good matching performances, LBDs are getting more
and more popular over SIFT and SURF: combined with FAST or Harris for the key-
point detection, they provide a fast and efficient feature extraction and matching.

In our case, we have concatenated a set of 8 bits LPBDs in order to get longer
ALPBDs with more information, these ALPBDs help for removing most of false
associations.

5.2.2 Outliers Rejection
With the used features matching technique, we have verified the bidirectional condition;
as shown in Fig. 4; in order to remove the pairs of false matching.
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Fig. 4. Bidirectional condition for correct matching.

5.3 Image Transformation

5.3.1 Homography Estimation
Various methods for computing a planar homography between image pairs have been
proposed, but they generally fall into two broad categories: first, direct correlation
methods compute the homography by maximizing photometric consistency over the
whole image. Second, feature based methods compute the homography from a sparsely
distributed set of point-to-point correspondences.

Almost exclusively, the results presented in this paper were generated using feature
based registration methods. Feature based techniques have many significant advantages
over their direct correlation counterparts in terms of computation speed, and the scope
that they offer for the application of robust statistical methods for outlier rejection [9].
The planar homography has 8 degrees of freedom. Each point correspondence generates
2 linear equations for the elements of H and hence 4 correspondences are enough to
solve for the homography directly.

If more than 4 points are available, a least-squares solution can be found by linear
methods. From the definition of H, we have:

⎛
⎜
⎜
⎜⎝

x′

y′

1

⎞
⎟
⎟
⎟⎠

=

⎡
⎢
⎢⎣

h11 h12 h13
h21 h22 h23
h31 h32 h33

⎤
⎥
⎥⎦

⎛
⎜
⎜
⎜⎝

x

y

1

⎞
⎟
⎟
⎟⎠

(6)

Where = is equality up to scale. Each inhomogeneous, 2D point correspondence gener‐
ates two linear equations in the elements of H.

x′(h31x + h32y + h33) − h11x − h12y − h13 = 0
y′(h31x + h32y + h33) − h21x − h22y − h23 = 0 (7)

Hence, N points generate 2N linear equations, which may be arranged in a “design
matrix” as follows:

AH = 0 (8)

The solution for H is the one-dimensional kernel of A, which may obtained from the
SVD. For N > 4 points, this equation will not have an exact solution. In this case, a
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solution may be obtained which minimizes the algebraic residuals, r = AH, in a least-
squares sense, by taking the singular vector corresponding to the smallest singular value.

5.4 Image Warping

5.4.1 Backward Image Warping
After homography estimation for each scene, we have used this transformation matrix
to warp images. First, we have determined bounds of the new combined image and where
the corners of left image would fall in the coordinate frame of the right image. This was
done by multiplying transformation matrix on the corner point coordinates. Then we
have attempted to lookup colors for any of these positions we got from the left image
as given by this equation:

x = H−1 ∗ x′ (9)

Inverse transformation has been used to compute coordinates in left image’s reference
frame for all points in that range. Interpolation technique has been needed to lookup all
colors in these positions from the left image.

6 Results, Analysis and Discussions

In our work, we have tested our image mosaicing algorithms on real UAV images; we
have used the points based feature for both features detection and matching processes
(Figs. 5, 6). Figure 3 shows the main steps of image mosaic construction from multiple
overlapped images. Matlab is a powerful software platform which can be used for the
development of several applications. In our case, due to the provided image processing
predefined functions with Matlab toolbox; Matlab software is suitable for the develop‐
ment of complex image processing algorithms such as image mosaicing algorithm. To
test the proposed image mosaicing algorithms, we have used Matlab running on a
computer that disposes 4 GB of RAM, CPU of Intel i7 generation and Intel graphic card.
We tested our image mosaicing approaches on the images of Aerial Robotics Data sets
[17], and we have compared our obtained results as shown in Table 1.

Fig. 5. The two aerial overlapped images captured by UAV
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Fig. 6. Features detection using Harris corner detector.

In this paper, we have developed an image mosaicing algorithm which can create
large image mosaics from a set of overlapped aerial images. First, the entire previous
image which had feature matches with the new image was taken into account during the
homography estimation by utilizing Local Binary Patterns (LBP) matching method.
Second, bidirectional technique was used to remove the obtained false associations
among the matched features. Third, the parameters of homography matrix were esti‐
mated using Least Square Theorem (LST). Finally, backward warping with an interpo‐
lation technique were used to align and blend the overlapped images (Figs. 7, 8 and 9).

Fig. 7. Features matching using LBPDs based method.

Fig. 8. Features matching using CLBPDs and bidirectional condition.
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Fig. 9. The obtained image mosaic.

The following table summarizes the comparison of our simulation results and
compares it to other results obtained by using the same simulation platform and tool.

As we can notice from the above table CLBPDs provides more correct associations
with less computation time.

Table 1. The obtained simulation results.

Matching by Matched features Time
Good matching Wrong matching

Correlation criteria 7 975 10.6785 s
SIFT/SURF descriptors 23 5 0.1570 s
ALBP descriptors 56 3 0.4991 s

7 Conclusions and Future Work

After applying our proposed algorithm on different sequence of images, we have
achieved high mosaicing accuracy, and the execution time has been improved when
comparing it with sequential execution on the images.

Our method was also compared visually and numerically with recent state-of-the-
art algorithm in the literature. Performance evaluations in terms of computation time
show success of our algorithm. In [18], after using SIFT point detector for extracting
images salient elements, the BRIEF descriptor was used to describe and match key-
points. The matching result, which was obtained from [18] shows that, to get 19 correct
associations between two overlapped images, it takes about 1.9165 s, however, in our
algorithm, 56 correct associations can be got in 0.4991 s. This big difference in calcu‐
lation time is due to the simplicity of calculation by using LBP Descriptors; contrary to
SIFT/BRIEF descriptors.

Despite many successful applications on image mosaicing, there are still some
restrictions in automatic mosaicing which have a lasting impact on the output time and
quality. The most important one is that well-doing the four different steps of mosaicing
are time-consuming, that is the more time each step consume, the more quality it
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performs, so that it is much troublesome to balance time efficiency and quality over each
step. Our algorithm tries to minimize the time of matching process

As future works, we recommend using other type of areal images, as IR images; also
we plan to develop our algorithm for doing image mosaicing for more than two images
(a set of overlapped images).
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Abstract. Most image segmentation techniques are based on the intensity
homogeneity. Intensity inhomogeneity frequently occurs in real word image like
medical images. This type of images fails to provide accurate segmentation
result; this is challenging issue. In this paper, we present a robust region-based
method for image segmentation, which is able to deal with intensity inhomo-
geneities in the images. This method derives a local intensity clustering property
of the image based on the model of images with intensity inhomogeneities, and
then defines a local clustering criterion function in the neighborhood of each
point. In a level set formulation, this criterion defines energy in terms of the
level set function and a bias field. The level set functions represent a partition of
the image domain whereas a bias field accounts for the intensity inhomogeneity
of the image. Therefore by minimizing this energy, our proposed method is able
to simultaneously segment the image and estimate he bias field, and the esti-
mated bias field can be used for intensity inhomogeneity correction. Finally,
experiments on some medical images have demonstrated the efficiency and
robustness of the presented model.

Keywords: Image segmentation � Level set methods � Intensity inhomogeneity
Medical images

1 Introduction

Image segmentation is a technique for partitioning an image into uniform and non-
overlapping regions based on some similar measure [1]. It has been used in the fields
including computer vision, medical images, image analysis and so on. Different seg-
mentation methods have been developed for extraction of organ contours in medical
images because it is assumed that contours and the shape of an organ form a very good
means to study it. However, in the medical domain, the segmentation of images is
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complicated. The segmentation approaches differ from one modality of medical ima-
ges, to another. In other words, the process for segmentation should be carried out,
according to a modality of acquisition (scanners, radiography, Magnetic Resonance
Images). Active contour models ACM (snakes or deformable models) have been
widely used in image processing and computer vision applications [2, 3]. They have
become a well-established tool in the segmentation stage [1, 2]. The original Active
contour models ACM proposed by Kass et al. [4] is one of the most successful
methods. The basic concept, is to move explicit parametric curves to extract objects in
images. The level set method later proposed by Osher and Sethian [5] implicitly
represents the curve by the zero level of a high dimensional function. This method can
be categorized into partial differential equation (PDE). Recently, region-based level set
methods [6–9] have been proposed and applied to image segmentation field by
incorporating region-based information into the energy functional. Unlike edge-based
level set methods using image gradient, region-based methods usually utilize the global
region information to stabilize their responses to local variations (such as weak
boundaries and noise). Thus, they can obtain a better performance of segmentation than
edge-based level set methods, especially for images with weak object boundaries and
noise. Among the region-based methods, Chan-Vese model [6] is a representative and
popular one. CV model has achieved good performance in image segmentation task
due to its ability of obtaining a larger convergence range and handling topological
changes naturally. However, it still has the intrinsic limitation, i.e., it generally works
for images with intensity homogeneity. The reason is due to that the intensities in each
region are assumed to maintain constant. Thus, it often leads to poor segmentation
results for images with intensity inhomogeneity due to wrong movement of evolving
curves guided by global image information.

In this paper, we present a level set method for image segmentation with intensity
inhomogeneity. By exploiting the local image region statistics, we define a mapping
from the original image domain to another domain in which intensity probability model
is more robust to noise while suppressing the intensity overlapping to some extent. the
present method can be applied to simultaneous tissue segmentation and bias correction
for medical images.

The paper is structured as follows: In Sect. 2, we briefly review the problem of
intensity inhomogeneity. The proposed model of image segmentation, is presented in
Sect. 3. Results and discussions of implementation issues of the considered methods
are presented in Sect. 4. The main conclusion of this work is given in Sect. 5.

2 Intensity Inhomogeneity

Intensity inhomogeneity (IIH) (also termed as the intensity nonuniformity, the bias
field, or the gain field in the literature) usually refers to the slow, nonanatomic intensity
variations of the same tissue over the image domain. It can be due to imaging
instrumentation (such as radio-frequency nonuniformity, static field inhomogeneity,
etc.) or the patient movement [10–12]. This artifact is particularly severe in MR images
captured by surface coils.
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Let x denote the measured intensity and x0 the true intensity. Then the most popular
model in describing the IIH effect is:

x ¼ ax0 þ e ð1Þ

Where a denotes the IIH effect and e the noise.
To simplify the computation, one often ignores the noise and takes the logarithmic

transform of intensity:

yi ¼ log xi ¼ logx0i þ logai ¼ y0i þ bi ð2Þ

In general, the presence of IIH can significantly reduce the accuracy of image
segmentation and registration, hence decreasing the reliability of subsequent quanti-
tative measurement. A number of techniques have been proposed to deal with this
issue. In general, if a map of the IIH in the image domain is known or can be estimated,
then it is simple to correct the IIH by division in (1) or subtraction in the log-domain
(2). One can obtain the IIH map from measurement in vivo [13–15], typically of a
uniform phantom, which often requires extra measurement (and increases the scanning
time) or needs additional hardware which may not be readily available in some clinical
departments. Also there are theoretical modeling approaches [16–19] to approximate
the IIH map. However, due to the complexity that causes the IIH, it is difficult to model
the IIH under a variety of imaging conditions. In particular, the object-induced IIH is
hard to be accounted for by phantom study or theoretical modeling.

More often, the IIH map is derived retrospectively from the image data alone.
A number of research efforts have been put in this direction and many techniques have
been proposed. Popular mathematical models for IIH description can be classified as
follows:

• Low-frequency model, which assumes the IIH to constitute low-frequency com-
ponents in frequency domain and the IIH map can be recovered by lowpass
filtering;

• Hypersurface model, which fits the IIH map by a smooth functional, whose
parameters are usually obtained using regression;

• Statistical model, which assumes the IIH to be a random variable or a random
process and the IIH map can be derived through statistical estimation;

3 Proposed Method: Statistical Model of Intensity
Inhomogeniety (SMII)

3.1 Bias Field Formulation

Let B xð Þ : X ! IR be an unknown bias field, J xð Þ : X ! IR be the true signal to be
restored, and N xð Þ : X ! IR be additive Gaussian noise with zero-mean. As illustrated
by Fig. 1, we consider the following model of intensity inhomogeneity [20, 21]:
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I xð Þ ¼ B xð ÞJ xð ÞþN xð Þ ð3Þ

The generally accepted assumption on the bias field is that it is smooth (or slowly
varying). Ideally, the intensity J in each tissue should take a specific value Ci of the
physical property being measured (e.g. the proton density for MR images).

In general, we assume that the true image J and the bias field b have the following
properties:

• (P1) The bias field b is slowly varying in the entire image domain.
• (P2) The true image intensities J are approximately a constant within each class of

tissue, i.e. J xð Þ � Ci for x 2 Xi, with Xf gNi¼1 being a partition of X.

3.2 Local Intensity Clustering Property

Region-based image segmentation methods typically depend on a specific region
descriptor of the intensities in each region to be segmented. For image corrupted due to
intensity inhomogeneity, it is difficult to give a region descriptor. This also leads to one
more problem of overlap between the distributions of the intensities in the
X1;X2; . . .. . .:XN . regions. Hence the task of efficient segmentation based on the pixel
intensities is incoherent. However, the property of local intensities is simple, which can
be effectively used in the formulation of the level set method for image segmentation
with simultaneous estimation of the bias field.

3.3 Energy Formulation

The local intensity clustering property explained above exemplifies that the intensities
in the neighborhood can be classified into N clusters, with centres
mi � b yð Þci; i ¼ 1; . . .:;N. This allows us to apply the standard K-means clustering to
classify these local intensities. Specifically, for the intensities I Xð Þ the neighborhood
Oy, the K-means algorithm is an iterative process to minimize the clustering criterion
[22], which can be written in a continuous form as:

Fy ¼
XN

i¼1

Z
Oy

I xð Þ �mij j2ui xð Þdx ð4Þ

Where;
mi is the cluster center of the i-th cluster,

Fig. 1. Illustration of the image model of intensity inhomogeneity. Left to right: the true signal J
(x), the bias field function B(x), the noise N(x), and the observed image I(x).
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ui is the membership function of the region Xi to be determined, i.e. ui xð Þ ¼ 1 for
x 2 Xi and ui xð Þ ¼ 0 for x 62 Xi

In view of the clustering criterion in (3) and the approximation of the cluster center
by mi � b yð Þ ci ; we define a clustering criterion for classifying the intensities in Oy as:

ey ¼
XN

i¼1

Z
Xi \Oy

K y� xð Þ I xð Þ � b yð ÞCij j2dx ð5Þ

Where;

k y� xð Þ is introduced as a nonnegative window function, also called kernel
function, such that k y� xð Þ ¼ 0 for x 62 Oy. With the window function, the clustering
criterion function ey can be rewritten as:

ey ¼
XN

i¼1

Z
Xi

K y� xð Þ I xð Þ � b yð ÞCij j2dx ð6Þ

The local clustering criterion function ey evaluates the classification of the inten-

sities in the neighborhood oy given by the partition Oy \Xi
� �N

i¼1 of oy. The smaller the
value of ey, the better the classification. Naturally, we define the optimal partition
Xif gNi¼1 of the entire domain X as the one such that the local clustering criterion

function ey is Minimized for all y in X. Therefore, we need to jointly minimize ey for all
y in X. This can be achieved by minimizing the integral of ey with respect to y over the
image domain X. Therefore, we define an energy e,

R
eydy, i.e.,

e, Z XN

i¼1

Z
Xi

K y� xð Þ I xð Þ � b yð ÞCij j2dx
� �

dy ð7Þ

The choice of the kernel function K is flexible, it is preferable to use a weighting
function K(x − y) such that larger weights are assigned to the data I yð Þ for y closer to
the center x of the neighborhood ox. In this paper, the weighting function K is chosen
as a truncated Gaussian kernel:

K uð Þ ¼
1
a
e� uj j2=2r2 for uj j � q

0 else

8<
: ð8Þ

Where:
aw is a constant
r is the standard deviation (or the scale parameter) of the Gaussian function,
q is the radius of the neighborhood Oy.
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4 Experimental Results

In this section we discuss the performances of the considered segmentation method
(SMII).

4.1 Data Sets

We have used three data sets of medical images with different modalities. These images
present Brain MRI image obtained from [24], Arms_Xray image obtained from [23],
and computed tomography (CT) image of a tumor in a liver obtained from [24]. Note
that the discussed algorithms are implemented in Matlab 2016. b on 2.79-GHz Intel
Pentium IV PC.

This method is robust to the initialization of the constants c ¼ ðc1; . . .. . .. . .; cNÞ,
the bias field b, and the level set functions. For automatic applications, the constants
c1; . . .. . .. . .; cN can be initialized as Nw equally spaced numbers between the minimum
and maximum intensities of the original image, and the bias field bw is initialized as
bw ¼ 1. The level set functions can be automatically generated or manually initialized
by the users. The number of phases Nw depends on the number of tissue types in the
images, which is usually known in practice.

Figure 2 shows the result of the presented method for an X-ray image. Intensity
inhomogeneity is obvious in this image. We use this example to show the desirable
capability of this method in joint segmentation and bias correction. The bias corrected
image is given by the quotient I=b. It is worth noting that presented method allows for
flexible initialization of the level set function. The initial contour can be inside, outside,
or cross the object boundaries. This can be seen from the results in Fig. 2 and those for

Fig. 2. Applications of the present segmentation method (SMII) to an X-ray image. (a) Original
image and initial contour (Red line); (b) Segmentation result (Red lines); (c) Computed bias field;
(d) Bias corrected image (e) Shi Method (Red lines); (f) Chan&Vese Method (Red lines);
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a computed tomography (CT) image of a tumor in a liver shown in Fig. 3. The initial
contours used to generate the initial level set functions are shown in Fig. 3(a), and the
corresponding segmentation results are shown in Fig. 3(b).

Figure 4 shows the result for a MR brain image, which has obvious intensity
inhomogeneity. The segmentation result and the computed bias field and are simul-
taneously obtained, shown in Fig. 4(b) and 4(c), respectively. The bias corrected image
is shown in Fig. 4(d). We easily conclude, from the obtained results that the best results
are achieved by Proposed Method (SMII)

Fig. 3. Applications of SMII method to CT image (a) Original image and initial contour (Red
line); (b) Segmentation result (Red lines); (c) Computed bias field; (d) Bias corrected image

Fig. 4. Applications of SMII method to a MR image. (a) Original image and initial contour (Red
line); (b) Segmentation result (Red lines); (c) Computed bias field; (d) Bias corrected image
(e) Shi Method (Purple lines); (f) Chan&Vese Method (blue line)
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5 Conclusion

In this paper, a variational level set framework for segmentation and bias correction of
images with intensity inhomogeneities is presented. A local clustering criterion func-
tion for the intensities in a neighborhood of each point is established based on the local
intensity clustering property, from a generally accepted model of images with intensity
inhomogeneities. The energy of the level set functions represents a partition of the
image domain and a bias field that accounts for the intensity inhomogeneity. Seg-
mentation and bias field estimation are therefore jointly performed by minimizing the
energy functional. This model efficiently utilizes the local image information and
therefore able to simultaneously segment and bias correct the images with intensity
inhomogeneity. Experimental results prove that the probability of image (pixels) varies
for both the images and is concentrated for certain pixel values, indicating refinement
of the image. Lastly reduction in value of variance for individual pixel indicates less
deviation of intensity value to that of mean value for the cluster of pixel in a given
neighbourhood.
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Abstract. Recently, many blind and non-blind methods that equalize the
channel in the time domain to remove Inter Block Interference (IBI) don’t
consider the presence of the Carrier Frequency Offset (CFO) or assume that the
CFO is estimated perfectly. In this paper we consider an Multi-Carrier Code
Division Multi Access (MC-CDMA) system with presence of CFO and we
develop a semi blind approach to jointly estimated the CFO and the Time
domain Equalizer (TEQ) based on the zero and non-zero pilots inserted in the
transmitted symbol, in addition to reduce the complexity of our derived algo-
rithms we adopted an adaptive standard Least Minimum Square (LMS) algo-
rithm related to the proposed batch algorithms. The simulations results obtained
demonstrated the effectiveness of our algorithms when compared with the blind
once.

Keywords: BLind (BL) � CFO � MC-CDMA � TEQ � Semi Blind (SB)

1 Introduction

To improve the performance of transmission, equalization technique must be used to
reduce the IBI. In literature, we find three categories of equalization methods: Non-
blind (or training), Blind and Semi-Blind. In comparison to training based equalization
algorithms, blind an semi blind methods represent an appropriate alternative since they
don’t require the channel knowledge or training sequence

Generally, the number of active (used) spreading codes per cell is less than the
available codes for spreading (used and unused codes). The codes are orthogonal to
each other. Based on this property, blind time domain equalization was proposed for
MC-CDMA systems in [1–4]. This method is later extended to a blind channel
shortening in [5], by using the orthogonality between the spreading codes in the
frequency domain.

The CFO problem, which suffers the MC transmission, is due to the difference
between transmitter and receiver oscillator’s frequencies on the one hand and secondly
to the Doppler shift. Without compensation of the CFO, transmission performance
degrades. We find in the literature several methods that treat the problem of joint
estimation of CFO and TEQ [1–9].

Based on the orthogonality between pilot and used spreading codes, joint estima-
tion of CFO and TEQ method are proposed in this paper. Pilot spreading codes are
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divided in two types: zeros and non-zeros. The zeros pilots are used to estimate CFO
while the non-zeros pilots are designed for TEQ equalization. It is shown in [2] that the
increasing in the number of Orthogonal Frequency Division Multiplexing (OFDM)
block ameliorate the performance quality of equalization and BER in the absence of
CFO (or perfect knowledge of CFO), however in the presence of CFO the equalization
performance and BER is significantly degraded when the number of OFDM block is
sufficiently large.

The remainder of this paper is organized as follows. In Sect. 2, the discrete model
of MC-CDMA system with presence of CFO is described. Section 3 presents the
proposed semi blind approach, which includes both CFO estimation and TEQ channel
equalization based on the zeros and the non-zeros pilots, respectively. Section 4 pre-
sents the adaptive algorithms corresponds to the proposed block processing ones.
A brief discussion of the computational complexity is given in Sect. 5. Simulations
results are presented in Sects. 6 and 7 concludes the paper.

Notation: Hermitian, transpose and complex conjugate superscripts are denoted by
:ð ÞH,ð:ÞT and ð:Þ� respectively. diag xð Þ will stand for diagonal matrix with x on its main
diagonal. The Euclidean norm is presented by k : k. We will use IN to denote the
N � N identity matrix [1].

2 Discrete Baseband Model of MC-CDMA System
with Presence of CFO

Figure 1 represents the discrete baseband model of MC-CDMA system for Nd users.
The length of cyclic prefix is denoted by P. The vector h nð Þ; n 2 0; L� 1f g, represents
the taps of the discrete chip-rate sampled channel.

The m� th MC-CDMA user spreads its i� th symbol dm ið Þ with a symbol-
aperiodic spreading sequence of length N cm ið Þ ¼ cm i; 1ð Þ; . . .; cm i;Nð Þ½ �T . cm i; kð Þ ¼
wm kð Þa i; kð Þ k 2 1; . . .;Nf g represents the aperiodic spreading sequence. wm ¼
wm 1ð Þ; . . .;wm Nð Þ½ �T is a periodic Walsh–Hadamard spreading sequence. a i; kð Þ is a
cell-specific unit magnitude complex scrambling sequence [2].

Fig. 1. Baseband model of MC-CDMA systems
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Each block contains information-bearing symbols and pilot symbols (zero and non-
zero pilots). Indeed, Nd active users employ the code cd to spread the information-
bearing symbols. N�p non-active users employ the code c�p to spread the non zero pilots,
and N��p null users employ c��p as spreading code. The i� thMC-CDMA symbols, shown
in Fig. 2, can be written as follows:

b ið Þ ¼ cd ið Þd ið Þþ c�p ið Þ�p ið Þþ c��p ið Þ��p ið Þ ð1Þ

Where the matrices cd ið Þ, c�p ið Þ, c��p ið Þ,of sizes N � Nd , N � N�p, and N � N��p, rep-
resents matrices of spreading codes of data, non-zero pilots, and zero pilots, respec-
tively, and are mutually orthogonal. Spreading codes matrices, the data and pilot
vectors are defined as follow:

cd ið Þ ¼ c1 ið Þ; c2 ið Þ; . . .; cNd ið Þ� �
c�p ið Þ ¼ cNd þ 1 ið Þ; . . .; cNd þN�p ið Þ� �
c��p ið Þ ¼ cNd þN�p þ 1 ið Þ; . . .; cN ið Þ� �
d ið Þ ¼ d1 ið Þ; d2 ið Þ; . . .; dNd ið Þ½ �

�p ið Þ ¼ �p1 ið Þ; �p2 ið Þ; . . .; �pN�p ið Þ� �

Fig. 2. Structure of MC-CDMA symbol
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��p ið Þ ¼ 0; . . .; 0½ �

We call each user corresponding to a zero symbol a null user or excess user.
Dependence of the code spreading matrices cd ið Þ, c�p ið Þ, and c��p ið Þ on the block

index i implies that the spreading codes are changing from block to block, due to the
scrambling sequence a i; kð Þ.

For OFDM transmission, the N � 1ð Þ vector bm ið Þ is left multiplied by the N � Nð Þ
inverse DFT (IDFT) matrix FH

N , which implements the N�points IDFT of bm ið Þ. Hence
the transmitted N � 1ð Þ vector of chip samples is given by

u ið Þ ¼ FH
N b

m ið Þ ð2Þ

The Cyclic Prefix (CP) matrix TCP , 0P� N�Pð Þ; IP
� �T

; IN
h iT

is added to remove the

dispersive effect of channel, with P� L.
The transmitted vector of length Q ¼ PþN is given by:

vm ið Þ ¼ TCPb
m
ið Þ ð3Þ

Therefore, in the presence of CFO the received signal is given by [2]:

x ið Þ ¼ x iQþ 1ð Þ; . . .; x iQþQð Þ½ �T

¼ ejx0iQDQ x0ð ÞðH 0ð ÞXNd

m¼1
TCPFH

N b
m
ið Þ

þH 1ð ÞXNd

m¼1
TCPFH

N b
m i� 1ð ÞÞþ e ið Þ ð4Þ

Where DQ x0ð Þ ¼ diag 1; ejx0 ; . . .; ejx0 Q�1ð Þ� �
:

x0 represents the candidate value of CFO, Nb is the number of OFDM symbols,
e ið Þ is an AWG noise vector and the Q� Qð Þ Toeplitz matrices H 0ð Þ and H 1ð Þ are
defined in [2]

Based on orthogonality between pilot (zeros or non-zeros) and used codes, we
derive CFO and TEQ estimates.

3 Pilot Design to Jointly Estimate Carrier Frequency Offset
and TEQ Equalizer

3.1 Semi Blind TEQ Solution

The semi-blind equalizer is obtained by solving the least squares minimization
problem [2]
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ĝ ¼ argming
1
Nb

XNb�1

i¼0
gHX ið ÞD �xð Þ� �T�~cd ið Þd ið Þ � ~c�p ið Þ�p ið Þ

��� ���2 ð5Þ

Where

X ið Þ ¼ x iQþPþ 1ð Þ; . . .; x iþ 1ð ÞQð Þ½ �T

x nð Þ ¼ x nþ d � 1
2

	 

; . . .; x n� d � 1

2

	 
� �T

~cd ið Þ ¼ FH
N cd ið Þ

~c�p ið Þ ¼ FH
N c�p ið Þ:

In the perfect case when CFO is known, i.e. x ¼ x0, the solution for g can be
written as:

ĝ ¼ �C�1 �¤ ð6Þ

Where

�C ¼ 1
Nb

1
N

XNb�1

i¼0
X ið ÞD �xð Þ R?

~cd ið Þ

 �T

D xð Þ X ið Þð ÞH ð7Þ

�¤ ¼ 1
Nb

1
N

XNb�1

i¼0
X ið ÞD �xð Þ~c��p ið Þ�p� ið Þ ð8Þ

R?
~Cd

ið Þ ¼ IN � ~cd ið Þ~cHd ið Þ ð9Þ

This solution is efficient in the absence of CFO, as shown in [2]. However the
presence of CFO complicates the resolving problem. The reason for which, we must
appropriately estimate the CFO. The following subsection considers the CFO estima-
tion method.

3.2 Semi Blind CFO Estimation

Based on the orthogonality between the non-used (null user) spreading codes in one
hand and the used codes (including data bearing and pilot training symbols) in the other
hand, it is easy to verify that:cH��p ið Þc�p ið Þ ¼ cH��p ið Þcd ið Þ ¼ 0, and equivalently

cH��p ið Þc��p ið Þ ¼ INp .
If we consider the knowledge of equalizer g, the CFO estimation can be obtained

by minimizing the following cost function
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x̂ ¼ argminx
1
Nb

XNb�1

i¼0
gHX ið ÞD �xð Þ~c��p ið Þ2�� �� ð10Þ

Where ~c��p ið Þ ¼ FNcH��p ið Þ.
As shown in the above cost function, the estimation of CFO is coupled with the

Time domain equalization, it requires a perfect knowledge of TEQ equalizer g, which
in turn very sensitive to CFO value, here we assume a small value of CFO to ensuring a
good initialization as in [4].

4 Adaptive Algorithms

CFO and TEQ must be updated adaptively according to time variation of channel. In
this subsection, we employ a stochastic gradient method, as adaptive algorithm, due to
its simplicity.

4.1 Adaptive CFO Estimation

The standard gradient LMS algorithm used for CFO estimation is defined as [1]

xnþ 1 ¼ xn � l
@J xð Þ
@x

����
x¼xn

ð11Þ

Where xn is the estimate of x at the nth iteration and l is a step-size parameter.
The derivation of the cost function J xð Þ with respect to x is

@J xð Þ
@x

¼ j
Nb

XNb�1

i¼0

gHX ið ÞD �xð Þ~c��p ið Þ~cH��p ið ÞAND xð ÞXH ið Þg

�gHX ið ÞAND �xð Þ~c��p ið Þ~cH��p ið ÞD xð ÞXH ið Þg ð12Þ

Where AN represent a N by N diagonal matrix, AN ¼ diag 0; 1; 2; . . .;N � 1ð Þ.
The equalizer vector g is estimated adaptively based on the stochastic algorithm

derived in the next subsection.

4.2 Adaptive TEQ Equalization

The steepest gradient-descent algorithm for the semi blind TEQ equalization is defined
as [10]

g kþ 1½ � ¼ g k½ � � lrg n gð Þð Þ ð13Þ

Where l denotes the step size and rg denotes the gradient with respect to g. The
gradient is calculated as follows
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rg n gð Þð Þ ¼ gTX� ið ÞD xð ÞR?
~Cd

ið ÞD �xð ÞXT ið Þ � �pH ið ÞcH�p ið ÞD �xð ÞXT ið Þ ð14Þ

Here, we use the CFO value based on the above adaptive methods, the equalizer
vector g k½ � are updated each time one MC-CDMA block is received, where k½ � implies
the k � th iteration.

The adaptive rule of equalization is summarized as follows
Step 1: Initialize the equalizer vector at k ¼ 0, g 0½ � ¼ 00. . .1. . .00½ �T .
Step 2: Compute the gradient rg n gð Þð Þ as in Eq. (14).
Step 3: Update the equalizer weight vector according to Eq. (13).

Step 4: Normalize the updated equalizer as follows g kþ 1½ � ¼ g kþ 1½ �
kg kþ 1½ �k.

Step 5: Reiterate steps 2, 3, and 4, for k ¼ 2; 3; 4; . . .; until obtaining the
convergence.

5 Computational Complexity

In terms of computational complexity, the batch method for equalization needs
O Nb dN2 1þNp

� �þN
� �� �

multiplications to compute �C and �¤ plus one division O dð Þ,
while computing g kþ 1½ � requires O dN2 1þNp

� �þN
� �� �

multiplications due to
computation of the gradient rg n gð Þð Þ. However, the batch CFO estimation algorithm
requires O NxNbNp dN2 þ 1ð Þ� �

multiplications, where Nx denote the number of
samples over an interval of interest. For example, if we consider un interval between
−0.5 and 0.5, with step size D ¼ 10�3, then the cost function need a search aver
Nx ¼ 1

D ¼ 1000 samples which is very expensive if it compared with adaptive methods
which requires approximately O NbNp dN3 þ 1ð Þ� �

multiplications.

6 Numerical Results

In our simulations we consider: multipath Rayleigh fading channels of length L ¼ 4, a
CP of length P ¼ 5, N ¼ 32. The results are averaged over Nm = 200 Monte Carlo
realizations.

The SNR used in simulation is defined by:

SNR ¼ 10 log10

PL�1
l¼0 E hlk k2

r2v

Nd

N

 !
ð15Þ

The Normalized Mean Square Error (NMSE) is used as performance measure.
For CFO estimation, the NMSE is defined by:

NMSECFO ¼ 1
Nm

XNm

j¼1

x̂ jð Þ � x0k k2
2p
N

� ��� ��2 ð16Þ
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While the MSE between the estimated and the ideal Effective Channel Impulse
Response (ECIR) is defined by:

MSEg ¼ 1
Nm L� 1ð Þ

XNm

p¼1
ĥeff pð Þ � h2eff ð17Þ

Where the index p refers to the p� th simulation run and Nm denotes the number of
Monte Carlo simulation runs.

ĥeff represents the estimated ECIR, ĥeff ¼ ĝ � h. The perfect case of ECIR is set to
all zeros with a single unity entry near the center heff ¼ 000. . .1. . .000½ �T .

In the noisy case, it is seen from Fig. 3. That the equalizer ĝ forces the CIR to be
close to zero in all coefficients except for one tape (Zero Forcing, ZF TEQ
equalization).

In Fig. 4, we show the MSE estimation performance of ECIR for both our method
and the blind method proposed in [4] versus SNR. We assume the number of pilots
Np ¼ 4 and the length of the equalizer d ¼ 23 in all examples. From the results, it is
seen that our methods benefit from the additional information offered by the pilot
symbols to outperform the blind ones over all range of SNR.

Next, the NMSE defined earlier are used to measure the accuracy of CFO esti-
mation. Figure 5 shows the NMSE of CFO when the jointly batch and adaptive semi
blind method is plotted beside the blind ones. The true CFO value is chosen to be fixed
at x0 ¼ 2� 10�3. The results show that semi blind methods are generally better than
the blind ones, and that the adaptive algorithms for both blind and semi criterion are
almost approaching the batch algorithms.

In Fig. 6 we plot the Bit Error Rate (BER) performance evolution of both blind and
semi blind techniques for TEQ equalization as the block number increases. We assume
a number of pilot symbol N�p ¼ 2, and SNR ¼ 15 dB in this example. As expected, the

Fig. 3. Effective Channel Impulse Response versus coefficients
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BER performance of the both methods are improved with the increase of Nb in the
absence of CFO as in [1], but in the presence of CFO the performance is significantly
degraded, this phenomenon due to the residual error caused by CFO which is depends
on the block index i. For illustration, to compensate the effect of CFO, the received
signal is multiplied by e�jx̂iQDQ �x̂ð Þ as follows:

y ið Þ ¼ e�jx̂iQDQ �x̂ð Þx ið Þ

¼ ejhDQ x0 � x̂ð ÞðH 0ð ÞXM

m¼1
TCPFH

N b
m ið Þ

Fig. 4. MSE of ECIR versus SNR (dB)

Fig. 5. NMSE of CFO versus SNR (dB)
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þH 1ð ÞXM

m¼1
TCPFH

N b
m i� 1ð ÞÞþ~e ið Þ ð18Þ

Where
h ¼ iQ x0 � x̂ð Þ is the CFO estimation error and ~e ið Þ ¼ e�jx̂iQDQ �x̂ð Þe ið Þ is an

AWGN noise with the same statistical properties as e ið Þ. For example, if the NMSE of
the CFO is around 10�6, then x̂� x0 ¼ 2p

N 10�3. For i ¼ 100, the CFO estimation error

will approximately produce a phase shift equal to ej100�Q�2p
N 10

�3
. From Eq. (18) it is

clear that the increasing in the number of Nb produces the phase distortion which
degrades the performance of the channel equalization, and also the BER performance
over time. This phenomenon disappear in the perfect case when x0 � x̂ ¼ 0.

Fig. 6. BER versus number of block Nb

Fig. 7. BER versus SNR (dB)
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In Fig. 7, we compare the BER performance between the blind and semi blind
methods versus SNR; we select a small number of blocks Nb ¼ 10 to avoid (or min-
imize) the effect of the phase rotation phenomenon. The obtained results confirmed the
previous observations that the MC systems are very sensitive to the CFO, especially
when the number of block is sufficiently large, and that the semi blind methods are
better than the blind ones.

7 Conclusion

In this paper, we have developed a joint semi blind CFO estimation and TEQ equal-
ization method for MC-CDMA systems. The proposed method is based on the
orthogonality between the user’s coed in one hand and in the pilot codes in other hand.
Two types of pilots are proposed, zero and non zero pilots, the first ones is used to
estimate the CFO while the second types is used for TEQ equalization, moreover we
derived the adaptive algorithms related to the proposed methods in order to reduce the
computational complexity.

The results obtained demonstrate that, the MC-CDMA is very sensitive to the CFO
especially when the number of MC-CDMA block is sufficiently large, this degradation
due to the phase rotation caused by the residual CFO estimation. It is also demonstrated
that semi blind method outperformed the blind ones in the case of small number of
MC-CDMA block.
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Abstract. Recently, most adaptive filtering algorithms have been implemented
on two-channel forward-and-backward blind source separation structures for
noise reduction. The backward structure shows a good performance compared
with forward structure in term of speech quality. The backward structure is often
used to separate speech form noise and therefore reduce the acoustic noise
components at processing output. In this paper, we propose new configuration of
backward symmetric adaptive decorrelation algorithm using a normalized step-
sizes parameters. To validate the good performances of our proposed algorithm,
intensive experiments are done using objective criteria for two-channel acoustic
noise reduction. The obtained results show good performances of proposed
algorithm in comparison with other ones.

Keywords: Backward structure � Noise reduction � Normalized step-size
SAD algorithm � System mismatch

1 Introduction

In practice, the deficiency of speech processing algorithms results a speech signal
commonly infected by noise [1]. According to the application, the objective of the
acoustic noise reduction algorithms is to decrease the acoustic noise to make the speech
comprehensible and to improve its quality. Many algorithms have been proposed to
resolve this problem, such as minimum-mean square error (MMSE) estimator [1],
spectral subtraction (SS) [2], and Wiener filter based algorithms [3]. We also find
several techniques that are using fullband-and-subband approaches in noise reduction
applications [4, 5]. These algorithms are widely used to identify long impulse responses
and/or suffer from slow convergence. However, adaptive filtering algorithms have been
largely studied for use in the identification of linear systems which can be characterized
by their impulse responses.

In the last decade, several family kinds of algorithm have been combined with two-
channel blind source separation (BSS) structures in fullband and subband forms using
fixed and variables step-sizes [6–13]. All these forms and techniques have been inten-
sively explored for different types of applications and areas, for examples, mono, stereo

© Springer Nature Switzerland AG 2019
M. Chadli et al. (Eds.): ICEECA 2017, LNEE 522, pp. 464–478, 2019.
https://doi.org/10.1007/978-3-319-97816-1_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_35&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-97816-1_35&amp;domain=pdf


and multi-sensors acoustic noise and echo cancellations, audio systems for speech
enhancement…etc. [6–15]. These promising applications and combination of these
algorithms and structures permit the extraction of a desired source signal from a mixture
of several observed signals without a priori information of the sources or of the mixture
structures. In the literature, we find two BSS structures that have been intensively
studied which are the Forward and Backward forms [7, 9].

In this paper, we focus our interest on the backward BSS structure. Furthermore, we
consider determined convolutive linear mixtures of speech and noise signals, which
takes into account the reverberation in echoic ambient. For example in [7], they have
proposed the forward and backward symmetric adaptive decorrelation (SAD) algo-
rithms for signal separation, when the decorrelation criterion is computed between the
two estimated output signals (speech and noise). These algorithms are very important
solutions that are used to separate speech and noise signals. We note that, the backward
SAD algorithm shows a good performance compared with forward SAD algorithm in
term of quality of the enhanced speech signal. But, in two-channel backward decor-
relation algorithm [7, 10], they have used the very small step-sizes values that are
depends on the input signal power of each adaptive filter. In this paper, we propose a
modified two-channel backward symmetric adaptive decorrelation algorithm (BND) by
inserting two normalized step-sizes parameters of adaptive filters for avoid the small
values of step-sizes. We propose to normalize these step-sizes by input signal power of
each adaptive filter. This modified BND algorithm is proposed for acoustic noise
reduction and speech enhancement.

This paper is presented as follows: in Sect. 2, the mixing model and two forward
and backward BSS structures are presented. In Sect. 3, we describe the backward SAD
algorithm and its formulation. Section 4 is reserved to present the proposed backward
normalized SAD algorithm. The simulation results are presented in Sect. 5 and finally
the conclusion of this paper is presented in Sect. 6

2 Description of Two-Channel Mixing Process
and Separating System

In this section, we present the two-channel convolutive mixing model that is considered
as the problem in this study. This model is shown in Fig. 1. In the next, we will present
the two-channel forward and backward BSS structures.

Fig. 1. Two-channel convolutive mixing model
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In the model presented in Fig. 1, we consider a first source of speech signal s(n) and
a second source of the noise b(n). At the output of this model, we observe two
convolutive mixture signals of these two point sources with impulse responses h11 nð Þ,
h22 nð Þ, h12 nð Þ and h21 nð Þ. The observed signals are given by the following equation

p1 nð Þ ¼ s nð Þ � h11 nð Þþ b nð Þ � h21 nð Þ ð1Þ

p2 nð Þ ¼ b nð Þ � h22 nð Þþ s nð Þ � h12 nð Þ ð2Þ

where (*) represents the convolution operation, h11 nð Þ and h22 nð Þ are assumed to be
identity; which represents the direct acoustic path of each direct channel separately
(h11 nð Þ = h22 nð Þ = d(n)) and h12 nð Þ and h21 nð Þ represents the cross-coupling effects
between the channels [6–13].

In this paper, the convolutive mixture model that we consider is described in Fig. 2
[6–13]. In this case, Eqs. (1) and (2) of the mixture model can be rewritten as follows:

p1 nð Þ ¼ s nð Þþ b nð Þ � h21 nð Þ ð3Þ

p2 nð Þ ¼ b nð Þþ s nð Þ � h12 nð Þ ð4Þ

Firstly, we will present the two-channel forward BSS (FBSS) structure and its
formulations (Fig. 3).

Fig. 2. Simplified two-channel convolutive mixing model

Fig. 3. Two-channel forward BSS structure
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In the forward structure, the estimated speech signal u1 nð Þ is estimated by sub-
tracting the first mixture signal p1 nð Þ from the output signal of adaptive filter w21 nð Þ.
However, the second output u2 nð Þ is obtained by subtracting the mixture p2 nð Þ from the
output signal of adaptive filter w12 nð Þ.

The two outputs signals of this FBSS structure are given by the following relations:

u1 nð Þ ¼ p1 nð Þ � p2 nð Þ � w21 nð Þ ð5Þ

u2 nð Þ ¼ p2 nð Þ � p1 nð Þ � w12 nð Þ ð6Þ

By inserting the two relations (3) and (4) in (5) and (6), After convergence and with
optimal solutions, w12;opt nð Þ ¼ h12 nð Þ and w21;opt nð Þ ¼ h21 nð Þ, the output signals u1 nð Þ
and u2 nð Þ can be rewritten as follows:

u1 nð Þ ¼ s nð Þ � d nð Þ � h12 nð Þ � w21 nð Þð Þ ð7Þ

u2 nð Þ ¼ b nð Þ � d nð Þ � h21 nð Þ � w12 nð Þð Þ ð8Þ

In FBSS structure, we observe the disadvantage of distorting the output signals. It
was shown theoretically that the correction of distortions is possible thanks to the
equalization of the output signals by post-filtering PFs [7, 9, 10], therefore, we can use
the two post-filtering PF1 nð Þ and PF2 nð Þ in output of this structure to compensate this
distortion. These PFs are ideally given by:

PF1 nð Þ ¼ PF2 nð Þ ¼ 1
d nð Þ � h12 nð Þ � h21 nð Þ ð9Þ

The two-channel backward BSS structure (BBSS) is presented in Fig. 4.
This BBSS structure is used to estimate the source signals s nð Þ and b nð Þ from only
observation signals that are unknown linear mixtures of unobserved source signals.

The output speech signal v1 nð Þ is estimated by subtracting the first mixture signal
p1 nð Þ from the output signal of filters w21 nð Þ. However, the second output v2 nð Þ (which
can be the noise) is obtained by subtracting the mixture p2 nð Þ from the output of
adaptive filter w12 nð Þ. The relations between the output estimated signals and the noisy
signals are given by the following equations:

v1 nð Þ ¼ p1 nð Þ � w21 nð Þ � v2 nð Þ ð10Þ

v2 nð Þ ¼ p2 nð Þ � w12 nð Þ � v1 nð Þ ð11Þ
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By inserting relations (3) and (4) in relations (10) and (11) with the optimal
solutions of the adaptive filters is obtained by updating the adaptive filter w21 nð Þ when
noise is detected in p2 nð Þ, and the adaptive filter w12 nð Þ is updated when speech is
detected in p2 nð Þ. After the convergence and with the optimal solutions
(w12;opt nð Þ ¼ h12 nð Þ and w21;opt nð Þ ¼ h21 nð Þ). Under these conditions the output sig-
nals relations of the BBSS structure are obtained,

v1 nð Þ ¼ s nð Þ ð12Þ

v2 nð Þ ¼ b nð Þ ð13Þ

From these two last relations and according to the specific control of the adaptive
filters w12 nð Þ and w21 nð Þ, we get the original speech signal s nð Þ at the output v1 nð Þ and
the noise component b nð Þ at the output v2 nð Þ without any temporal or spectral dis-
tortions. This is the most important advantage of the backward structure compared with
its direct version (forward). Basing on the last advantage, in the next we will focus our
interest on two-channel backward BSS algorithm.

3 Basic Backward Symmetric Adaptive Decorrelation
Algorithm (BSAD)

The basic symmetric adaptive decorrelation (SAD) algorithm combined with backward
BSS structure, is firstly proposed in [7, 10]. We assume the generating signals s nð Þ and
b nð Þ to be zero mean and statistically independent. This implies that they are uncor-
related, i.e. E s nð Þb n� lð Þ½ � ¼ 0; 8l. Only this latter is required for the backward SAD
algorithm (BSAD) to work. The description of BSAD algorithm is presented in Fig. 5.

The performance criterion of this BSAD algorithm is to minimize the energy of the
estimated output signals v1 nð Þ and v2 nð Þ, i.e. E v21 nð Þ� �

and E v22 nð Þ� �
respectively. For

the two adaptive filters w12 nð Þ and w21 nð Þ. E v21 nð Þ� �
and E v22 nð Þ� �

are quadratic error
surface with a single optimum solutions. It has been proven [7, 10] that quadratic error
minimization is completely equivalent with the decorrelation between estimated output
signals v1 nð Þ and v2 nð Þ, with the noise reference presents on the observation p2 nð Þ and

Fig. 4. Two-channel backward BSS structure
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p1 nð Þ respectively over the span of adaptive filters w12 nð Þ and w21 nð Þ: Cv1v2 lð Þ ¼
E v1 nð Þv2 n� lð Þ½ � and Cv2v1 lð Þ ¼ E v2 nð Þv1 n� lð Þ½ �.

The basic formulas of the BSAD algorithm is obtained when we put Cv1v2 lð Þ ¼ 0
and Cv2v1 lð Þ ¼ 0.

The exact update relations of adaptive filters w12 nð Þ and w21 nð Þ by the BD algo-
rithm are given as follows [7, 10]:

w12 nð Þ ¼ w12 n� 1ð Þþ k12 v2 nð Þ v1 nð Þ ð14Þ

w21 nð Þ ¼ w21 n� 1ð Þþ k21 v1 nð Þ v2 nð Þ ð15Þ

with v1 nð Þ ¼ v1 nð Þ; v1 n� 1ð Þ; . . .; v1 n� Lþ 1ð Þ½ �T and
v2 nð Þ ¼ v2 nð Þ; v2 n� 1ð Þ; . . .; v2 n� Lþ 1ð Þ½ �T.

The two step-sizes, k12 and k21 represents the control parameters of BSAD algo-
rithm which control the convergence direction of the two adaptive filters w12 nð Þ and
w21 nð Þ respectively. They are chosen according to the relations 0\k12\2=r2

1 and
0\k21\2=r2

2, where r
2
1 and r2

2 represents respectively the variance of the two input
signals v1 nð Þ and v2 nð Þ [7, 10].

4 Proposed Backward Normalized Decorrelation Algorithms
(BND)

In this paper, we will focus our interest on the two-channel backward SAD algorithm
by proposing normalized step-sizes version that is presented in this subsection. In the
output of BSAD algorithm presented in Fig. 4, we can define respectively the estimated
speech signal v1 nð Þ, and it a posteriori error signal e1 nð Þ in the backward structure as

v1 nð Þ ¼ p1 nð Þ � wT
21 n� 1ð Þv2 nð Þ; ð16Þ

e1 nð Þ ¼ p1 nð Þ � wT
21 nð Þv2 nð Þ: ð17Þ

Fig. 5. A description of basic BSAD algorithm.
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When the update formulas of the adaptive filter w21 nð Þ by the BSAD algorithm is
given as follow:

w21 nð Þ ¼ w21 n� 1ð Þþ k21 v1 nð Þ v2 nð Þ ð18Þ

Using (16), and inserting (18) into (17), we obtain,

e1 nð Þ ¼ v1 nð ÞþwT
21 n� 1ð Þv2 nð Þ � vT2 nð Þ w21 n� 1ð Þþ k21v1 nð Þv2 nð Þ� � ð19Þ

Only, in noise-present segments (silence periods of speech), e1 nð Þ ¼ 0, we obtain

v1 nð Þ 1� k21vT2 nð Þv2 nð Þ� � ¼ 0 ð20Þ

Basing on (20) and assuming that v1 nð Þ 6¼ 0 ! 1� k21vT2 nð Þv2 nð Þ ¼ 0
� �

; the step-
size k21 is given by

k21 ¼ 1
vT2 nð Þv2 nð Þ ð21Þ

By using the same development steps but in symmetric filter w12 nð Þ of backward
structure, the step-size k12 is defined as

k12 ¼ 1
vT1 nð Þv1 nð Þ ð22Þ

Fig. 6. A description of proposed BND algorithm.
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By inserting [(22) into (14), (21) into (15)] and incorporating respectively the new
normalized step-sizes, denoted: l12 and l21, the two update formulas of w12 nð Þ and
w21 nð Þ in the proposed normalized decorrelation algorithm are given by

w12 nð Þ ¼ w12 n� 1ð Þþ l12
v2 nð Þ v1 nð Þ

vT1 nð Þv1 nð Þþ nBND
ð23Þ

w21 nð Þ ¼ w21 n� 1ð Þþ l21
v1 nð Þ v2 nð Þ

vT2 nð Þv2 nð Þþ nBND
ð24Þ

In the modified BND algorithm presented in Fig. 6, we have proposed to normalize
the two step-sizes l12 and l21 respectively by the input signals energy vT1 nð Þv1 nð Þ� �
and vT2 nð Þ v2 nð Þ� �

of adaptive filters w12 nð Þ and w21 nð Þ. The step-sizes l12 and l21
take their values between 0 and 2 to guarantee convergence of w12 nð Þ and w21 nð Þ. The
proposed BND algorithm is summarized in Table 1.

Table 1. Proposed BND algorithm
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5 Analysis of Simulation Results

In this section, the simulations results of proposed BND algorithm are presented, using
the following criteria:

(i) Temporal evolution of the first output signals by basic BSAD and proposed
BND algorithms.

(ii) System mismatch to describe the convergence rate of the cross-coupling adap-
tive filters. This SM criterion is evaluated according to the following expression:

SM nð ÞdB¼ 20 log10
h21 nð Þ � w21 nð Þk k

h21 nð Þk k
� 	

ð25Þ

(iii) Segmental SNR between the enhanced speech signal and its original version.
The Segmental SNR criterion is given by the following relation

SegSNRkð ÞdB¼ 10 log10

PU�1

i¼0
s ið Þj j2

PU�1

i¼0
s ið Þ � u1 ið Þj j2

VADk

0
BBB@

1
CCCA ð26Þ

U is number of sample needed to obtain average values of the output SNR. The
VADkf g is a voice activity detector used to calculate the SNR in presence speech.

Fig. 7. Original speech signal s(n) and noise signal b(n).
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Fig. 8. Two noisy speech signals, p1 nð Þ and p2 nð Þ.

Fig. 9. Enhanced speech signal by BSAD and BND algorithms
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Fig. 10. Effect of step sizes values on BND algorithm.

Fig. 11. Effect of adaptive filters length on BND algorithm.
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We have used the mixing model of Fig. 2 to generate the noisy observations p1 nð Þ
and p2 nð Þ. The impulse responses h12 nð Þ and h21 nð Þ are generated by random
sequences according to exponentially functions with the length of two reel filters is
L = 256. In All simulations, we select the input signal-to-noise ratio to be equal to
SNR1 = SNR2 = −6 dB. The source signals are, s nð Þ is speech signal and b nð Þ is
USASI noise (United-state of America-Standard-Institute), and sampling frequency,
8 kHz. These two signals are presented in Fig. 7. The mixing signals p1 nð Þ and p2 nð Þ
are show in Fig. 8. We note that the step-sizes of classical BSAD equal 0.009 and
proposed BND algorithm equal 0.9.

The estimated speech signals u1 nð Þ obtained by the classical BSAD and proposed
BND algorithms are presented in Fig. 9. As we see from the last figure, and after
convergence of the two algorithms (BSAD and BND algorithms). It can be easily seen
that the proposed algorithm enhance the speech signal at the output and significantly
reduces the acoustic noise components.

For more details about the behavior of proposed algorithm, intensive simulations
are carried out with the SM criterion. In Figs. 10 and 11, we present the effect of the
step-sizes values and adaptive filter length on the convergence rate of BND algorithm.

Basing on Fig. 10, we note that the convergence rate of the proposed BND algo-
rithm increase/decrease proportionally with step-sizes values. According to Fig. and 11,
we note that the convergence rate is very fast when the adaptive filters length is small.
We have done others comparative simulations in very noise situations between the
classical BSAD and proposed BND algorithms, by using the SM and Segmental SNR
criteria. The parameters values are presented in Table 2.

According to Fig. 12, we conclude the efficiency of proposed BND algorithm and
their superiority in convergence speed and SM values performance compared with their
classical version (SM level is −43 dB for BSAD and −50 dB for BND).

Basing on the output SegSNR results presented in Fig. 13, we can say that the
proposed BND algorithm is a good performance of SNR loss that is observed with the
classical BSAD algorithm. This improvement of the output SNR can be estimated by
8 dB in very noisy condition (input SNR = −6 dB).

Table 2. Parameters values of algorithms

Algorithms Parameters values

Basic BSAD k12 ¼ k21 ¼ 0:007 L = 128
Input SNR = −6 dB
Speech signal: 8 k Hz
USASI noise

Proposed BND l12 ¼ l21 ¼ 0:7
nBND ¼ 10�6
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Fig. 12. Evaluation of SM criterion

Fig. 13. Evaluation of Segmental SNR
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6 Conclusion

The backward symmetric adaptive decorrelation algorithm used two very small step-
sizes values. We note that the drawback of this algorithm is presented by variations of
the input signals of two cross-adaptive filters. In this study, we have proposed a
modified backward SAD algorithm based on normalized step-sizes by the power of
input signals. Basing on the simulation results presented in this paper, the proposed
BND algorithm has shown a good performance in term of convergence rate and speech
quality compared with basic BSAD. We note that the BND is very efficient algorithm
for noise reduction and speech enhancement
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Abstract. This paper addresses the problem of speech enhancement in a
moving car through a blind source separation (BSS) scheme involving two
spaced microphones. The forward and backward BSS structures are extensively
used in the literature to reduce the acoustic noise in many applications. These
structures use manual activity detector (MVAD) system to control the adaptation
of the separating adaptive filters. In this paper, we propose new structure called
VSS-FBSS, which allows adapting the original FBSS structure, by an automatic
voice activity detector (AVAD) system. This new structure is controlled auto-
matically by an AVAD system based on the use of the FBSS structure to
estimate the optimal values of the separating filters step-sizes. The performance
of the proposed structure is compared to the classical FBSS structure perfor-
mance where a MVAD is used. This comparison is evaluated in terms of the
output signal-to-noise ratio (SNR), cepstral distance (CD) and system mismatch
(SM) criteria under various environments. Experimental results have shown the
good behavior of the proposed structure.

Keywords: Speech enhancement � Adaptive algorithm � LMS
Forward � Backward � BSS

1 Introduction

Noise exists in our daily life. According to the research, if human stays in the noisy
environment for a long time, he may suffer from hearing loss physiologically; people
have paid more and more attention to this negative impact. So the reduce and clear up
of noise has attracted researches’ attention for a long time [1]. In literature, a several
approaches have been proposed for noise reduction based on speech enhancement
techniques [2]. Two structures, conceptually simple allowing to carry out the noise
reduction by sources separation. They are respectively called backward (BBSS) [3] and
forward (FBSS) [4] structures. In this paper, we focus our interest on the FBSS
structure employed to enhance the speech signal from a convolutive mixture. The
classical FBSS structure need a VAD system to allow extracting and separating speech
and noise from the mixing signal components. Usually, a MVAD system is used and
which gives a perfect segmentation; the latter is not practical due to the lack of a-priori
input signals information. To overcome this drawback, we need to detect the VAD
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automatically. Several techniques of automatic voice activity detector (AVAD) systems
have been proposed recently in speaker localization applications [5]. In this paper, new
FBSS structure which is controlled by an AVAD system is proposed. This proposed
AVAD system is based on the signal SNR estimation which allows us to estimate
automatically the step-sizes values of the FBSS structure. This paper is organized as
follows: after the introduction which is presented in Sect. 1, we present in Sect. 2, the
classical FBSS structure. The proposed structure (VSS-FBSS) and its principle are
described in Sect. 3. Lastly, we show the simulation results of this new structure (VSS-
FBSS).

2 Classical FBSS

Both yellow and green block diagram of Fig. 1 represent the classical FBSS structure.
The FBSS has two microphones: the primary microphone to obtain the desired speech
contaminated by noise, and the reference microphone to obtain the noise contaminated
by useful signal. The signals obtained from both microphones called noisy observa-
tions; the latter are mixed by a convolution operation [4–6]. In Fig. 1 (green block),
s(n) and b(n) are two sources of speech and noise respectively. h21(n) is the impulse
response of the 1st channel from the noise source to the primary microphone and h12(n)
is the impulse response of the 2nd channel from the signal source to the reference
microphone.

Fig. 1. Principal schema of the proposed VSS-FBSS structure.
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The convolutive mixing observations (p1(n) and p2(n)) can be written as:

p1(n) ¼ s(n)þ h21(n)*b(n) ð1Þ
p2(n) ¼ b(n)þ h12(n)*s(n) ð2Þ

The output signals u1(n) and u2(n) of the FBSS structure are given by:

u1(n) ¼ p1(n)� u2(n)*w21ðnÞ ð3Þ

u2(n) ¼ p2(n)� u1(n)*w12(n) ð4Þ

Inserting relations (1) and (2) in (3) and (4) respectively, we get the following
outputs signals:

u1 nð Þ ¼ b(n)*[h21(n)� w21(n)]þ s(n)*[d(n)� h12(n)*w21(n)] ð5Þ

u2(n) ¼ s(n)*[h12(n)� w12(n)]þ b(n)*[d(n)� h21(n)*w12(n)] ð6Þ

If we set the optimal solution to the separating adaptive filters (wopt
21 (n) ¼ h21(n) and

wopt
12 (n) ¼ h12(n)), then the outputs relation became:

u1(n) ¼ s(n)*[d(n)� h12(n)*h21(n)] ð7Þ

u2(n) ¼ b(n)*[d(n)� h21(n)*h12(n)] ð8Þ

We note that the coefficients of both separation filters w12(n) and w21(n) are adapted
from the NLMS (Normalized Least Mean Square) algorithm. The adaptation relations
of both adaptive filter w12(n) and w21(n) are given by the following expressions:

w12(n) ¼ w12(n� 1)þ l12
u2(n) m1(n)
mT

1 (n) m1(n)
ð9Þ

w21(n) ¼ w21(n� 1)þ l21
u1(n) m2(n)
mT

2 (n) m2(n)
ð10Þ

where m1(n) ¼ [p1(n), p1(n� 1),. . ., p1(n� Lþ 1)]T and m2(n) ¼ [p2(n), p2(n�
1), . . . , p2(n� Lþ 1)]T are two vectors that contains the noisy observation sample
p1(n) and p2(n) respectively. The two parameters l12 and l21 are the fixed step sizes of
both adaptive filters w12(n) and w21(n) respectively, which must be chosen between 0
and 2 to achieve convergence of adaptive filters [6]. We can notice that the FBSS
structure, which has been described previously, use an optimal assumption
(wopt

21 (n) ¼ h21(n) and wopt
12 (n) ¼ h12(n)). This optimal solution is got in practice thanks
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to the adaptation control of both adaptive filters (w21(n) and w12(n)). This adaptation is
often a MVAD system. This manual adaptation is controlled as follows: the adaptive
filter w21(n) is adapted only during the noise presence periods, while the filter w12(n) is
adapted only during the voice activity presence periods.

3 Proposed Structure (VSS-FBSS)

In order to separate the convolutive mixture components presented in Fig. 1 (green
block), the FBSS structure (Fig. 1 (yellow block)), is classically used. The use of a
MVAD system in the FBSS structure operation gives a perfect segmentation which is
not the case in practice, because there is no a priori information on the input signals.
For this purpose, we need to detect the VAD automatically. In this paper we propose
new AVAD based on estimated signal-to-noise ratios (SNRs) from a FBSS structure
(Fig. 1 (blue block)) to control the step-sizes values lw12(n) and lw21(n) that are used
by the two cross-adaptive filters w12(n) and w21(n) respectively. The new proposed
(VSS-FBSS) structure corresponds to FBSS structure with variable step sizes which
acts as a VAD system. The VSS-FBSS structure comprises four adaptive filters,
namely, the main adaptive filter (w21(n), w12(n)) and the sub adaptive filters (wcont1(n),
wcont2(n)). The main role of these sub adaptive filters is to provide an estimation of
signal to noise ratios (SNRs) measured on both noisy observation signals. These two
estimated SNRs are then used to control the step sizes of the main adaptive filters
(w21(n), w12(n)). Coefficients in the main and sub adaptive filters are updated by NLMS
algorithm [7].

3.1 SNRs Estimation by Sub Adaptive Filters

The output y1(n) of the sub adaptive filter wcont1(n) and the error e1(n) are used to
estimate the SNR1 at the primary path. In fact, under the filter wcont1(n) convergence
hypothesis, the error e1(n) and the estimated signal y1(n) correspond to signal and noise
components of the noisy observation signal p1(n) respectively. The step size of the
main filter w21(n) is then controlled from the estimated SNR1 carried out on signals
present on the sub filter wcont1(n) output. Similarly, the sub filter wcont2(n) estimates the
SNR2 on the second noisy observation path p2(n). The estimation of useful signal
(respectively of noise) is then obtained by measuring the average power of y2(n)
(respectively of e2(n)). The estimated (SNR1, SNR2) at the primary and reference paths
respectively are given by the following relations:

SNR1(n) ¼ 10*log10
PS(n)
PN(n)

� �
ð11Þ

SNR2(n) ¼ 10*log10
QS(n)
QN(n)

� �
ð12Þ
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where PS(n) and PN(n) correspond to the average power of speech and noise respec-
tively at the primary path. Similarly, QS(n) and QN(n) represent the estimated average
power of speech and noise at the reference path.

These powers are estimated from signals available at the outputs of both sub
adaptive filters (wcont1(n) and wcont2(n)) by the following equations:

PS(n) ¼
XM�1

j¼0
e21(n� j) and PN(n) ¼

XM�1

j¼0
y21(n� j) ð13Þ

QSðn) ¼
XM�1

j¼0
y22ðn� jÞ and QN(n) ¼

XM�1

j¼0
e22(n� j) ð14Þ

3.2 Principal of Step Sizes Control

When SNR1(n) at the primary path’s input p1(n) is large; the step size value lw21(n) of
the filter w21(n) should be set to a small value. On the other side, when SNR1(n) is
small the step size lw21(n) takes large value. A similar rule applies to step size lw12(n)
for coefficients adaptation of the main filter w12(n) and this in function of estimated
SNR2(n) evolution at the reference path’s input p2(n). The variable step sizes lw21(n)
and lw12(n) are controlled by the estimated SNR1(n) and SNR2(n) as in the following
equations:

lw21(n) ¼
l1min SNR1(n)[ SNR1max

l1max SNR1(n)\ SNR2min

f (SNR1(n)) else

8<
: ð15Þ

lw12(n) ¼
l2min SNR2(n)\ SNR2min

l2max SNR2(n)[ SNR2max

g (SNR2(n)) else

8<
: ð16Þ

l1max, l2max, l1min, l2min are the maximum and the minimum step sizes for lw21(n) and
lw12(n). f(.) and g(.) are function of SNR1(n) and SNR2(n), respectively. f(.) should be
a decreasing function because a small step size is suitable for a large SNR. On the other
hand, it is desirable that g(.) is an increasing function.

4 Simulation Results

This section, we analyze the behavior of the proposed structure that has been presented
in the previous sections. Also we compare our VSS-FBSS structure with its classical
version (FBSS). We have used the specific model proposed in [8] which yields sim-
ulated impulse responses h12(n) and h21(n) [the sampling frequency fs ¼ 16 kHz, the
corresponding reverberation time is 30.8 ms, and the size of the impulse responses is
L = 64]. The useful signal is chosen from standardized database (AURORA) and the
disturbed signal is stationary white noise. The original speech signal, the noisy
observation p1(n) and the output signal u1(n) of the proposed VSS-FBSS structure are
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shown with their spectrogram in Fig. 2. We can observe from Fig. 2, that the available
signal at the processing output u1(n) is completely denoised and very close to the
original speech signal. We note that this result is achieved through the use of AVAD
system as indicated before. The latter is used to control the adaptation of the main
filters (w21(n), w12(n)), this segmentation technique is based on the step sizes (lw21(n),
lw12(n)) variation in function of the estimated SNR on each observation paths.

In Fig. 3 we present the estimated SNR1 evolution at the primary input p1(n) and
the variable step size lw21(n) of the main filter w21(n). According to this figure, we
notice that when the estimated SNR1 at the primary path p1(n) is large, the step size
lw21(n) of the main filter w21(n) takes small values. On the other hand, the step size
lw12(n) is large when the speech signal is absent.

Fig. 2. Speech signal (top), the noisy observation (middle) and the output signal (bottom)
obtained with the proposed VSS-FBSS structure.
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A comparison in terms of the averaged cepstral distance (CD) between the original
speech signal and those obtained at the output of the proposed structure (VSS-FBSS)
and the classical version (FBSS) (see Fig. 4). Note that the classical structure (FBSS)
used a MVAD in its operation and the proposed structure (VSS-FBSS) used an AVAD
which corresponds to the step size lw21(n) evolution. From Fig. 4 (top), we can see that
the CD average values are −7.86 dB and −7.80 dB for the VSS-FBSS and FBSS
structures respectively. These results are very close and also show the good behavior of
the proposed structure (VSS-FBSS). In Fig. 4 (middle), we have evaluated the SNR
criterion for both structures (VSS-FBSS and FBSS). The mean value of the SNR of the
VSS-FBSS structure is about 50.32 dB and 50.21 dB for the FBSS structure. It means
that there is a very low gain between both structures. This shows that the proposed
structure provides almost the same performance as the classical version. In order to
complete the analysis of the proposed structure behavior, we present in the Fig. 4
(bottom) the system mismatch evolution measured on the adaptive filter coefficients
w21(n) for both structures (VSS-FBSS and FBSS). From the result of this figure, we
note that the convergence speed is almost the same for the proposed and the classical
structures. This once again demonstrates the good behavior of the new VSS-FBSS
structure.

Fig. 3. Time evolution of the SNR and step-sizes. Estimated SNR1 of the primary signal (in
blue) and the step size lw21(n) of the filter w21(n) (in red).
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5 Conclusion

In this paper, we have proposed new structure called VSS-FBSS which allows
extracting the speech signal from very noisy observed signals. This proposed method is
mainly composed by two great parts which are the main structure and the step-sizes
control structure. In this proposed structure, both the main and the control step-sizes
structures are forward-type. In the proposed structure, the estimated SNRs of the pri-
mary and reference paths are used to control the step-sizes values of the main structure.
Intensive simulations are carried out to validate the performance of the new proposed
structure. The output signals time evolution, the system mismatch, the CD and the
output SNR criteria are used to show the good performance of this proposed structure
in noise reduction and speech enhancement application. Finally, we can say that the
proposed structure (VSS-FBSS) is good alternative solution for this type of application
(i.e. noise reduction and speech enhancement application).

Fig. 4. Comparison of cepstral distance (CD), the Output SNR evaluation and system mismatch
(SM) obtained by FBSS structure (in blue) and proposed VSS-FBSS structure (in magenta).
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Abstract. The WDM multiplexing is explained by the fact that always transmit
multiple signals of different colors (or channels) at the same time while avoiding
the costs of civil engineering about the stacking of the repeater-regenerators.
The WDM allows to multiply by 16 the capacity of the fiber at the same

modulation speed, but each signal has a distinct wavelength, but the DWDM
(Dense WDM) makes it possible to multiply by 160 the wavelengths [1]. In this
paper we will elaborate a detailed comparative study to extract the performances
using the different simulations based on a software system. This paper takes into
account the different modulations of the signal in transmission (RZ, NRZ …
etc.), the number of channels and the impact of the nonlinear effects on the
multiplexing.

Keywords: WDM � Simulation � Eye diagram � NRZ � RZ � Multiplexing
DWDM � Quality factor � Demultiplexing � Channel � Nonlinear effects
Comparison

1 Introduction

In theory the capacity of optical fibers allows the establishment of transmission systems
at very high bit rates. However, the electronic processing of data, at the transmission
and the reception, enforces limitations in terms of bit rates due to electronic compo-
nents. The increase in the number of users and the quality of information exchanged in
the optical fiber networks has pushed to the development of solutions to increase
networks capacity. Multiplexing technical have been developed, each for transmit N
signals with D bit rates on the same channel, which is equivalent to the transmission of
an overall signals with bit rate N � D [2].

These multiplexing technical must respect the necessary condition to be able to
reproduce the data specific to each user after transmission without creating interference
between the different users. For this, the WDM and other techniques such as DWDM,
CWDM …, are suitable for optical fiber transmission links.
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2 The Wavelength Division Multiplexing (WDM)

The wavelength division multiplexing consists of transmitting several frequencies at
different wavelengths on the same transmission medium with a channel spacing (fre-
quency) greater than or equal to 0.8 nm (100 GHz), it can transmit 4 to 16 signals with
D bit rates on the same channel. If this interval is less than or equal to 0.8 nm, then we
are talking about DWDM multiplexing (Dense WDM). A few experiments were even
carried out at intervals of 0.4 and 0.2 nm where 160 channels can be used in an optical
fiber (Fig. 1).

2.1 NRZ Modulation for WDM System at 40 Gb/s (8 Channels)

2.1.1 With Nonlinear Effects
The Fig. 2 shows the impact of nonlinear effects on the optical spectrum of the output
link, this deformation of the spectrum is due to the self-phase modulation
(SPM) (Fig. 3) [3].

Fig. 1. The WDM system.

Fig. 2. The optical spectrum and the output signal for Ch7 with nonlinear effects.
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2.1.2 Without Nonlinear Effects
See Figs. 4 and 5.

Fig. 3. Eye diagram of the Ch1 & Ch7 with nonlinear effects.

Fig. 4. The optical spectrum and the output signal for Ch8 without nonlinear effects.

Fig. 5. Eye diagram of the Ch0 & Ch7 without nonlinear effects.
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2.1.3 Comparison Between the NRZ with N.E and NRZ Without N.E
See Table 1 and Figs. 6, 7.

Table 1. Comparison.

Channel 1 2 3 4 5 6 7 8

Q without N.E 9.8 5.6 7.1 8.6 13.2 24 18 18.3
Q with N.E 5.2 5.2 5.8 6 6 5.2 5.8 5.8

Fig. 6. Nonlinear effects impact on the Q factor (NRZ modulation).

Fig. 7. Nonlinear effects impact on the Eye opening (NRZ modulation).
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2.2 RZ Modulation for WDM System at 40 Gb/s (8 Channels)

2.2.1 With Nonlinear Effects
See Fig. 8.

2.2.2 Without Nonlinear Effects
See Fig. 9.

2.2.3 Comparison Between the RZ with N.E and RZ without N.E
The Table 2 shows the impact of nonlinear effects on the Q factor is significant in the
RZ modulation (channel 8 of the 8 channels WDM system) with a decrease value of 29
per Signal without nonlinear effects. This observation shows that the RZ modulation is
sensitive to nonlinear effects compared to the NRZ modulation (Figs. 10, 11) [3].

Table 2. Comparison.

Channel 1 2 3 4 5 6 7 8

Q without N.E 3.4 5 8 10.7 15.8 30.2 32.6 38.9
Q with N.E 2.8 3.9 5.3 5.4 6.7 7.8 8.1 10.1

Fig. 8. Eye diagram of the Ch0 & Ch7 with nonlinear effects.

Fig. 9. Eye diagram of the Ch0 & Ch7 without nonlinear effects.
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2.3 NRZ Modulation for WDM System at 40 Gb/s (16 Channels)

2.3.1 With Nonlinear Effects
See Fig. 12.

Fig. 12. Eye diagram of the Ch1 & Ch8 with nonlinear effects.

Fig. 10. Nonlinear effects impact on the Q factor (RZ modulation).

Fig. 11. Nonlinear effects impact on the Eye opening (RZ modulation).
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2.4 RZ Modulation for WDM System at 40 Gb/s (16 Channels)

2.4.1 With Nonlinear Effects
See Fig. 13.

2.4.2 Comparison Between the WDM 8 Channels and the WDM 16
Channels (NRZ & RZ with N.E)
Our simulations, when we analyzed the 8 channels and 16 channels WDM system
using RZ and NRZ modulation techniques, the results showed that the RZ modulation
was the more suitable for the WDM system. The results of Q factor we obtained agreed
well, and suggested that RZ modulation was the superior technique when dealing with
small WDM systems. Independently of the fact that the NRZ is more affected by the
nonlinear effects in this system. This demonstrates once again that NRZ modulation
(compared to RZ modulation) is not efficient when the number of channels in the
system is less than 16 channels (Table 3).

Fig. 13. Eye diagram of the Ch1 & Ch8 with nonlinear effects.

Table 3. Comparison.

Channel 8 Channels system 16 Channels system

Q Ch8 with N.E (NRZ) 6 5.63
Q Ch8 with N.E (RZ) 10.1 9.26

494 C. Kherici and M. Kandouci



2.5 NRZ Modulation for DWDM System at 40 Gb/s (32 Channels)

2.5.1 With Nonlinear Effects
See Fig. 14.

2.6 RZ Modulation for DWDM System at 40 Gb/s (32 Channels)

2.6.1 With Nonlinear Effects
See Fig. 15.

2.6.2 Comparison Between the WDM 8 Channels, WDM 16 Channels
and the DWDM 32 Channels (NRZ & RZ with N.E)
We found that the Q factor in RZ modulation decreased with the increase of the number
of channels compared to the NRZ modulation: the results we obtained agreed well, and
suggested that NRZ modulation was the superior technique when dealing with large
WDM systems (32 channels DWDM system) (Table 4) [4].

Fig. 14. Eye diagram of the Ch1 & Ch8 with nonlinear effects.

Fig. 15. Eye diagram of the Ch1 & Ch8 with nonlinear effects.

Table 4. Comparison.

Channel 8 Channels system 16 Channels system 32 Channels system

Q Ch8 with N.E (NRZ) 6 5.63 4.9
Q Ch8 with N.E (RZ) 10.1 9.26 3.19
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So we’re going to tip to the 64 channels DWDM system to make this
ascertainment.

2.7 NRZ Modulation for DWDM System at 40 Gb/s (64 Channels)

2.7.1 With Nonlinear Effects
See Fig. 16.

2.8 RZ Modulation for DWDM System at 40 Gb/s (64 Channels)

2.8.1 With Nonlinear Effects
See Fig. 17.

Fig. 16. Eye diagram of the Ch1 & Ch8 with nonlinear effects.

Fig. 17. Eye diagram of the Ch1 & Ch8 with nonlinear effects.
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2.8.2 Comparison Between the WDM 8 Channels, WDM 16 Channels,
DWDM 32 Channels and DWDM 64 Channels (NRZ & RZ with N.E)
See Table 5 and Fig. 18.

3 Conclusion

Our simulations suggest that there are many critical factors that limit the performance
of the WDM and DWDM system, including nonlinear effects. The analysis of an 8
channels system using RZ and NRZ modulation techniques shows that RZ modulation
was the most suitable technique for the WDM system. Eye Closure penalty curves
compared to the number of channels confirms that RZ modulation was the superior
technique for the 8 channels system. We then expanded our 16 channels system, where
we obtained results that were well correlated with those of the 8 channels system, but in
the 32 and 64 channels system (the DWDM system), the results NRZ modulation was
the most appropriate technique for the DWDM system. We have plotted the Q factors
of quality with respect to the 32 and 64 channels system and we found that the Q
factors of the RZ modulation decreased much more rapidly than those of the NRZ
modulation: this confirms that the RZ modulation is more bad as NRZ when the
number of channels in the system is greater than 16 channels [5].

Table 5. Comparison.

Channel 8 Channels
system

16 Channels
system

32 Channels
system

64 Channels
system

Q Ch8 with N.E
(NRZ)

6 5.63 4.9 4.76

Q Ch8 with N.E
(RZ)

10.1 9.26 3.19 3.02

Fig. 18. Nonlinear effects impact on the Q factor NRZ and RZ modulation (8, 16, 32 & 64
channels).
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Abstract. In this paper, an initialization of two different major adaptive beam‐
forming algorithms which are the non-blind LMS (Least Mean Squares) and the
blind CMA (Constant Modulus Algorithm) is described. The idea is to use SMI
(Sample Matrix Inversion) method to determine the initial weights, for use them
in the computational operation of each one of the both algorithms. This idea aims
also to improve their convergence speed. We choose the use of the LMS non-
blind algorithm and the CMA blind algorithm because they are simples to imple‐
ment, and not computationally intensives. From the simulation results, we
observed that, in general, the initialized LMS, or the initialized CMA, with SMI
performs more robustly than the LMS or the CMA conventional algorithms.

Keywords: Smart antenna · Adaptive array signal processing
Least Mean Squares (LMS) · Sample Matrix Inversion (SMI)
Constant Modulus Algorithm (CMA)

1 Introduction

Smart antennas and their array processing play an important role in many diverse appli‐
cation fields, such as radar, sonar, and modern cellular mobile communications [1, 2],
among others, in acoustics, astronomy, seismology, and medical imaging [3, 4]. This new
kind of antennas seems to be a promising way to increase the capacity of wireless commu‐
nication systems and to optimize the radio-electric spectrum as well as possible. The basic
idea is to exploit the spatial dimension mainly using multi-element antenna systems in
emission and/or reception. In addition, the area of smart antennas is highly interdiscipli‐
nary, including electromagnetic tools, microwave, antennas design and signal processing.
In other words, electromagnetism is crucial to develop wireless communications and
digital signal processing is important to make these communications smarts.

The adaptive antenna technology is designed to optimize the beam pattern and to
achieve optimal performance. This kind of antenna uses sophisticated signal processing
algorithms to distinguish continually between desired signals and interference signals
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through the calculation of their direction of arrival. The adaptive approach continuously
updates the beam pattern by changing the location of the desired signal (the main beams)
and the interference signal (the nulls).

There are two basic adaptive approaches [5, 6]: 1. Block Adaptation, where a
temporal block of data is used to estimate the optimum array weights and 2. Continuous
Adaptation, in which the weights are adjusted as the data is sampled such that the weight
vector converges to the optimum solution. Therefore, many researchers focused on the
development of adaptive beamforming algorithms in wireless communication systems
to determine the optimal weight vectors of array antenna elements dynamically, based
upon certain criteria like minimizing the variance, maximizing the signal to interference
ratio, minimizing the mean square error, …etc.

Among these algorithms, temporal updating algorithms such as Least Mean Square
(LMS) and Constant Modulus Algorithm (CMA) which determine the optimum weight
vectors sample by sample in time domain can take a long time to converge. To overcome
this problem, block adaptation approach such as Sample Matrix Inversion (SMI) is
employed [7]. However, adaptive block approach is unsuitable for continuous trans‐
mission because of its discontinuity in updating the weight vectors.

The remainder of this paper is organized as follows. We provide a brief description of a
system model for adaptive beamforming in Sect. 2. Section 3 describes the non-blind LMS
algorithm and the blind CMA algorithm and shows how to initialize them with the SMI algo‐
rithm. The simulation results are presented in Sect. 4. Finally, Sect. 5 gives our conclusions.

2 System Model

We consider a wireless communication scenario in which K narrow band user signals
impinge on a uniform linear array (ULA) comprised N identical isotropic antenna elements
(N > K). Let λ denote the wavelength and d = λ/2 be the inter-element distance of the ULA.
Assuming that the kth user signal impinges on the array with direction of arrival θk.

Fig. 1. Adaptive signal processing system
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The structure of adaptive beamforming processing system is shown in Fig. 1. The
N × 1 observation vector x(k) at time k can be modelled as:

x(k) = A(𝜃)s(k) +

N∑
n=1

in(k) + n(k)

= A(𝜃)s(k) + v(k)

(1)

Where x(k) =
[
x1(k) x2(k) … xN(k)

]T is the complex vector of array observations,
s(k) =

[
s1(k), s2(k),… sK(k)

]T denote the waveforms of the desired signal,
A(𝜃) =

[
a1(𝜃), a2(𝜃),… , aN(𝜃)

]T is the matrix of steering vectors, it contains information
about the angles of arrival, in(k) and n(k) are the nth interferer and the additive white Gaus‐
sian noise (AWGN) components, respectively. v(k) includes the interference and noise.

Generally, the signal received from each element (xn) is multiplied with a adjustable
weight 𝜔∗

n
, and the beamformer aims to produce a weighted sum of the array output y(k)

at each time-instant, is given by:

y(k) =

N∑
n=1

𝜔∗

n
xn = 𝜔Hx(k) (2)

Where 𝜔 =
[
𝜔1,𝜔2,… ,𝜔N

]T is an N × 1 complex vector of beamformer weights,
(.)* is the conjugate operation, and (.)T and (.)H stand for the transpose and Hermitian
transpose, respectively.

The beamformer output y(k) is subtracted from a desired signal d(k) to generate an
error e(k) = d(k) − y(k) which is used to control the weight vector. In particular, ω is
adjusted in order to minimize the Mean Square Error (MSE) between the array output
and the training sequence:

MSE = E
{|e(k)|2} = E

{||𝜔Hx(k) − d(k)||2
}

= E
{|d(k)|2} − 2ωHrxd + ωHRxxω

(3)

Where: rxd = E{x(k)d∗(k)} and Rxx = E
{

x(k)xH(k)
}
 denote the cross-correlation

between the reference signal and the array signal vector, and the spatial autocorrelation
matrix respectively, and E{⋅} denotes the statistical expectation.

3 Adaptive Beamforming Algorithms

In this section, the mathematical formulation of the concerned adaptive beamforming
techniques will be presented, and one will see how the beamformer which is based on
adaptive algorithms can calculate the weighting coefficients.
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3.1 Sample Matrix Inversion Algorithm

This algorithm based on block adaptation uses Minimum Mean Squared Error (MMSE)
criterion to obtain the optimal array weight vector and it is probably used most often
when rapid convergence is required. It is a question of inversing directly the covariance
matrix to obtain optimal weightings and that also makes possible the increasing of the
convergence speed. So, it is useful to use it if the signal rapidly changed. Since we do
not have the true auto-correlation matrix and cross-correlation vector, this algorithm
replaces both of them by their corresponding estimations (time averaging) to obtain the
Wiener-Hopf solution [8]:

𝜔opt = R−1
xx

rdx (4)

The matrix Rxx and rdx are estimated in a finite time interval:

Rxx = E
[
x(k).xH(k)

]
=

1
K

K∑
k=1

x(k).xH(k) (5)

rdx = E
[
d∗(k)x(k)

]
=

1
K

K∑
k=1

d∗(k).xH(k) (6)

With d(k) is the desired signal (of reference), and K is the number of observation.
The non-blind SMI algorithm is a method per block requires a reference signal, and

the weight vectors are periodically calculated. The weight with kth block length K can
be easily defined as follows [9]:

𝜔SMI(k) = R−1
xx
(k)rdx(k) (7)

Typically it is a rule of thumb to allow the block size, K > 2 N. This means the
number of samples that must be greater than or equal to twice the number of elements
in the adaptive array [10].

For the dynamic block size SMI method, the MSE for each element can be deter‐
mined by:

MSE = e = R̂xx𝜔 − r̂xd (8)

3.2 Least Mean Square Algorithm

Least mean square (LMS) antenna array recursively derives the optimum weight coef‐
ficients temporal sample by sample in order to minimize mean square error (MSE)
between reference signal and array outputs [11]. This calculation is made under the
maximum inclination method using a value in a moment of input signal by updating
weight matrix ω, in case which direction of arrival (DOA) and signal powers are
unchanged. At initial period, a reference signal is required for convergence [12].
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This algorithm uses a steepest decent method and computes the weight vector recur‐
sively using the following equations [13, 14]:

𝜔(k + 1) = 𝜔(k) + 𝜇x(k)e∗(k) (9)

e(k) = d(k) − y(k) (10)

y(k) = 𝜔H(k)x(k) (11)

Where ω(k) is the antenna weight, x(k) is the input vector of the antenna signals, and
e(k) is the error signal between the desired response d(k) and the weighted antenna output
y(k).

If the gain constant (called also step size) μ is chosen such that 0 < μ < 2/P (where
P is the sum of powers of each antenna input signal), the algorithm guarantees the
convergence of the antenna weights.

3.3 LMS Algorithm with SMI Initialization

The drawback of the standard LMS algorithm is its slow convergence due to its arbitrary
weight initialization that can require more iteration to converge to optimum value.
However, if we use the SMI, which is a block-data adaptive algorithm and it is the fastest
algorithm for estimating the optimum weight vector, as initialization for the LMS, this
latter uses the weight optimum computed and estimated by the SMI algorithm which is
not any arbitrary value as an initial weights for its update equation. This technique leads
the LMS algorithm to take only little time to converge.

To summarize, the principal steps to be followed for the initialization of the LMS
with the SMI are:

• Step 1) Initialize ω(0), by using SMI only for first few samples.
• Step 2) Compute the output signal y(k) which is y(k) = ωH(k)x(k) and let k = 1.
• Step 3) Compute the error signal using the desired signal (e(k) = d(k) − y(k)).
• Step 4) Update the weight vectors using the following equation:

𝜔(k + 1) = 𝜔(k) + 𝜇x(k)e∗(k).
• Step 5) Compute the final output signal.
• Step 6) If k = K, stop. Otherwise, set k = k + 1, and go to step 3.

3.4 Constant Modulus Algorithm

The Constant Modulus Algorithm (CMA) was developed first by Godard [15] and later
independently by Treichler and Agee [16] and was initially designed for PSK signals.
The CMA belongs to the blind adaptive beamforming category which requires no pilot
or training signal sequence to make an optimum beam to the intended direction. Its
principle consists of preventing the deviation of the squared modulus of the outputs at
the receiver from a constant. The main advantages of CMA, among others, are its
simplicity, robustness, and the fact that it can be applied even for non-constant modulus
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communication signals [17]. In addition, the CMA is suited for all signals with a constant
complex envelope like FM-, PM-, or FSK-modulation.

Generally, this algorithm is implemented as an iterative process where the develop‐
ment of its updating equation is similar to the case of the Least Mean Square (LMS)
popular algorithm, utilizing the step size to reach convergence and to obtain the optimal
weights for a particular angle of arrival. The updated value of the CMA weight vector
at iteration time k can be obtained by the following recursive equation [18]:

𝜔(k + 1) = 𝜔(k) + 2𝜇x(k)e∗(k) (12)

Where ω(k) represents the previous weight, ω(k + 1) is the current weight, and x(k)
is the input signal. μ is the step size parameter used to control the convergence rate, if
0 < 𝜇 < 1∕𝜆max, with λmax denotes the maximum eigenvalue of covariance matrix Rxx,
the algorithm is stable and ω converges to the optimum weight vector.

The error for this blind algorithm is computed from the actual received signal, not a
training sequence as in the case of non-blind algorithm. The error equation has the
following form:

e(k) =
y(k)

|y(k)| − y(k)
(13)

Where y(k) is the output signal.

3.5 CMA Algorithm with SMI Initialization

The idea to use an initialization of CMA with SMI is to overcome the problems in the
convergence property of the blind operation. In fact, they are two major drawbacks,
firstly the convergence time of the CMA algorithm is slow, and secondly the reliability
or the convergence performance in certain cases. When the interfering signal is stronger
than the desired signal, the algorithm tends to come up with the wrong solution by
capturing the interfering signal which has the stronger power.

To summarize, the following principal steps are involved to compute optimal
weights for the initialization of the CMA with the SMI:

• Step 1) Initialize ω(0), by using SMI only for first few samples.
• Step 2) Compute the output signal y(k); (y(k) = 𝜔H(k)x(k)) and let k = 1.

• Step 3) Compute the error signal from the output signal (e(k) =
y(k)

|y(k)| − y(k)
).

• Step 4) Update the weight vectors using the following equation:
𝜔(k + 1) = 𝜔(k) + 2𝜇x(k)e∗(k).

• Step 5) Compute the final output signal.
• Step 6) If k = K, stop. Otherwise, set k = k + 1, and go to step 3.
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4 Simulations and Results

In this section, we evaluate the performances of the initialized LMS, and the initialized
CMA, beamforming algorithms and compare them with their existing standard versions
LMS, and CMA respectively. The simulated array is assumed to be an 8-elements ULA
with half wave length inter-element spacing, the non-directional noise is assumed to be
as spatially white Gaussian noise of variance σ2 = 0.001, we consider that two signals
of the desired users impinge on the array from θ = −25° and θ = +30° and one interfering
signal is incoming from θ = 10°, signals are modulated using minimum shift keying
(MSK) constant envelope method, and the step-size parameter is 0.03 for the LMS and
the CMA algorithms.

The radiated energy by an array antenna is irregularly distributed in space. It is
concentrated in certain directions by forming more or less important beams. Figure 2
below represents the array beam-patterns obtained with the LMS and the Initialized-
LMS algorithms. Both of adaptive beam-forming algorithms are able to calculate the
optimum weight vectors that can adapt the radiation pattern of the array antenna to steer
main beam to the desired signals (30°, and −25°) and null in direction of interfering
source (10°).

Fig. 2. Normalized array factor plots obtained with the LMS and the initialized-LMS algorithms

The results shown in Fig. 3 demonstrate that the ability to reproduce the desired
response signal is much better by the application of the Initialized-LMS than by the
application of the LMS algorithm. The LMS algorithm uses several iterations to update
weight vectors before achieving an optimal convergence whereas the initialized-LMS
thanks to SMI initialization can produce a weighted output signal very similar to the
desired output signal from the initial iterations.
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Fig. 3. Comparison of desired response, LMS output signal, and Initialized-LMS output signal

Figure 4 shows fast convergence of Initialized-LMS algorithm in comparison with
conventional LMS algorithm. The Initialized-LMS algorithm has the potential to
achieve the very fast convergence rate, it converges from the first iterations for which
conventional LMS algorithm takes almost 12 iterations in simulated scenario. Therefore,
we can conclude that Initialized-LMS algorithm has better performance and is more
robust than the conventional LMS algorithm.
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Fig. 4. Comparison of mean square error plots for the LMS and the initialized-LMS algorithms
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To observe the advantage of the Initialized-CMA algorithm, the comparisons with
the conventional CMA algorithm are made. These are shown in Figs. 5, 6 and 7.
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Fig. 5. Normalized array factor plots obtained with the CMA and the initialized-CMA algorithms
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Fig. 6. Comparison of estimated-desired responses and weighted output signals
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Fig. 7. Comparison of mean square error plots for the CMA and the initialized-CMA algorithms

Figure 5 shows the array beampatterns of the CMA and the Initialized-CMA algo‐
rithms. It is clear that for the two algorithms, the main beams are steered in the direction
of arrival of the desired signals (at −25° and 30°) and null is formed along the direction
of the interferer at 10°. However, the initialized-CMA algorithm provides better robust‐
ness and has a higher resolution as compared with the standard CMA.

The graphs illustrated in Fig. 6 leads us to note, in short, two important comments:
1. The weighted initialized-CMA output is much important than the weighted CMA
output because it acquires and tracks its estimated desired response since the initial
iterations, and 2. The desired responses of the CMA and the Initialized-CMA are esti‐
mated signals resulting from a blind algorithm. However, the estimated desired response
curve of the Initialized-CMA seems finer than that of the CMA algorithm and that means
more stability.

As can be seen from Fig. 7, the Initialized-CMA algorithm can achieve faster
convergence than the CMA algorithm. Likewise, the CMA algorithm starts to converge
from almost the 15th iteration whereas in the Initialized-CMA algorithm it starts to
converge from the initial iteration.

Finally, our latest figures clearly demonstrate that in our simulation example, the
initialized-CMA is shown to consistently enjoy a significantly improved performance
as compared with the standard CMA.

5 Conclusion

In this paper, two adaptive beamforming algorithms have been investigated and initial‐
ized with another one. This later which is the SMI has been used because of its fast
convergence which aim is to seek for producing improved convergence properties. On
one hand, the LMS non-blind adaptive beamforming algorithm has been employed to
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update the weights of adaptive antenna array but its slow convergence presents a draw‐
back for this adaptive processing system. However, the best solution of this problem is
to initialize the LMS with the SMI algorithm which can help to find the optimum weight
vectors within a short time. On the other hand, the CMA is a method that has been widely
known as blind adaptive beamforming algorithm because it requires no knowledge about
the signal except that the transmitted signal waveform has a constant envelope. Its two
major problems in convergence properties (reliability and slowness) can be solved by
initializing it with the major non-blind adaptive algorithm SMI.
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Abstract. Cost-effective adaptive system identification is a challenging problem
in speech processing especially when the acoustic impulse response is “long”. In
this paper, an overview of three of the mostly-used recent sparse adaptive filtering
algorithms is presented; and their performances in the context of system identi‐
fication are studied and compared. The algorithms of interest include the propor‐
tionate normalized least mean square (PNLMS), its sparseness-controlled (SC)
upgrade (SC-PNLMS) as well as the so-called variable-step-size zero-attractor
NLMS (VSS-ZA-NLMS) which is based on the compressive sensing (CS) frame‐
work. Series of simulations were carried out both in synthetic and real different-
sparseness long acoustic impulse responses with stationary and non-stationary
inputs in order to effectively analyze, evaluate and compare the strengths and the
weaknesses of these algorithms in terms of convergence speed, steady-state
performance and computational complexity.

Keywords: Adaptive filtering · Sparse algorithms
Long acoustic impulse responses · System identification · Compressive sensing
Speech · NLMS · Steady-state performance · Complexity

1 Introduction

An impulse (IR) response is called “sparse” if it has only a small percentage of its
components with a significant magnitude (active taps) while the rest are zeros or
very small (inactive taps) [1]. For example, in a network impulse response, only
about 8–12 ms in a 64 or 128 ms time duration are active and the others are zeros (or
inactive). The inactive part accounts for bulk delay due to network loading, encoding
… etc. [2]. Another example is the acoustic echo generated due to coupling between
microphone and loudspeaker in hands free mobile telephony, where the sparseness
(or sparsity) of the acoustic channel impulse response varies with the loudspeaker-
microphone distance [3].

The normalized least mean square (NLMS) algorithm and its different classical
versions used for conventional system identification do not use the a priori knowledge
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of the sparseness of the system. Consequently, they perform poorly both in terms of
steady state excess mean square error (MSE) and convergence speed. Recently, several
alternate algorithms have been proposed to exploit the sparse nature of the system
impulse response and achieve better performance. The most famous amongst them is
the proportionate-NLMS (PNLMS) algorithm [4] and its various versions.

Each coefficient, in the PNLMS algorithm, is updated independently with a step-size
that varies proportionally with respect to the magnitude of the particular coefficient
estimate of the system, resulting in fast “initial” convergence for sparse systems.
However, the rate of convergence slows down afterwards considerably, sometimes
slower than the NLMS algorithm. In [5, 6], an attempt had been made to overcome this
limitation by imposing a “sparseness measure” on the PNLMS algorithm resulting in
the so-called sparseness-controlled PNLMS (SC-PNLMS) algorithm.

In a separate side, the subject of sparse adaptive filtering algorithms has known a
renewed dynamism in the last few years. This was due to the emergence of the frame‐
work of compressive sensing (CS), where a linear superposition of a small number of
stored signals (called “atoms”) is used to construct a “sparse representation” of the
signal. Unlike the usual basis in vector space, the atoms are drawn from an “over-
complete” dictionary and thus the representation of the signal using atoms is not
unique [7].

Motivated by CS methods, a sparsity-aware NLMS algorithm was proposed in [8],
namely, the zero-attracting NLMS (ZA-NLMS). This has been achieved by introducing
a sparsity constraint (the 𝓁1-norm) into the convex quadratic cost function of the NLMS
algorithm. The results presented in [8] showed that the ZA-NLMS algorithm behaves
better than the standard NLMS in both transient and steady state performance for highly
sparse systems but, for less-sparse systems, its performance degrades. Furthermore, the
conventional invariable step-size (ISS) ZA-NLMS has been upgraded to a variable step-
size (VSS) version resulting in a more improved-performance algorithm named the
VSS-ZA-NLMS [9].

It should be addressed that most of the aforementioned studies on sparse adaptive
filtering algorithms assume white Gaussian inputs and used simple impulse responses
with relatively small number of taps (8, 16 and 64 taps). However, in this paper, we used
different synthetic and real different-sparsity acoustic impulse responses (AIRs) that
have larger sizes (256, 1024, 2048 & 8192 taps) with different-nature inputs (stationary
and non-stationary). These relatively long AIRs are used in order to approach and simu‐
late more effectively the real acoustic applications.

The objective of this work is to present, analyze and compare three mostly-known
and recent NLMS-based algorithms (i.e. PNLMS, SC-PNLMS and VSS-ZA-NLMS) in
order to outline their capabilities and performances in the context of “long” AIRs iden‐
tification.
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2 Classical Normalized Least Mean Square Acoustic Echo
Cancellation

Figure 1 shows a loudspeaker-room-microphone system (LRMS) describing a typical
acoustic echo cancellation (AEC) system, with an echo canceller employing an adaptive
filter. An adaptive acoustic echo canceller assumed with finite impulse response (FIR)
model configuration has the coefficients,

𝐡̂(n) =
[
ĥ0(n), ĥ1(n),… , ĥL−1(n)

]T
(1)

where L is the length of the adaptive filter assumed equal to length of the unknown room
impulse response 𝐡.

Fig. 1. Adaptive system for acoustic echo cancellation in a loudspeaker-room-microphone
system (LRMS)

The microphone in the near-end room receives the desired signal (the output of the
LRMS) that is given by,

y(n) = 𝐡T𝐱(n) + w(n) (2)

where 𝐱(n) = [x(n), x(n − 1),… , x(n − L + 1)]T is a vector containing L samples of the
input signal and w(n) is a stationary, zero-mean and independent noise that is uncorre‐
lated with any other signal [10]. The previous estimation of the impulse response
𝐡̂T(n − 1) is used to compute the a priori error signal e(n) at each iteration, as in,

e(n) = y(n) − 𝐡̂T(n − 1)𝐱(n) (3)
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Since the objective of an echo canceller is to estimate the unknown system 𝐡 as
closely as possible, e(n) must come significantly smaller at each iteration, as the filter
coefficients converge to the unknown true impulse response 𝐡 [11].

The coefficients update equation of the NLMS algorithm [12] is given by,

𝐡̂(n) = 𝐡̂(n − 1) + 𝜇
𝐱(n)e(n)

𝐱T (n).𝐱(n) + 𝛿NLMS

(4)

where 𝛿NLMS is a regularization parameter used to prevent division by zero and stabilizes
the solution [12]. We take 𝛿NLMS = cst.𝜎2

x
 [13, 14]. 𝜎2

x
 is the variance of the input signal

and cst is a positive constant. The NLMS algorithm is convergent in the mean square if
its step size 𝜇 (dimensionless) satisfies that (0 < 𝜇 < 2), [3].

In case of the conventional “invariable step-size (ISS)” NLMS (or ISS-NLMS), the
step-size governs the rate of convergence and the steady-state excess MSE. To meet the
conflicting requirements of fast convergence and low misadjusment (good estimation
accuracy), the step-size needs to be controlled. In [15], a variable step-size NLMS (VSS-
NLMS) algorithm is proposed with a variable step-size,

𝜇(n) = 𝜇max

p
T (n)p(n)

pT(n)p(n) + C
(5)

where C is a positive constant parameter proportionate to the order of (1∕SNR), where
SNR is the input signal-to-noise ratio, and 𝜇max is the maximal step-size [9].

According to (5), the range of the variable step size is given by 𝜇(n) ∈
(
0,𝜇max

)
. To

ensure the stability of the adaptive algorithm, the maximal step-size 𝜇max is usually set
to be less than 2 [15]. p(n) is approximated as follows,

p(n) = 𝛽p(n − 1) + (1 − 𝛽)
𝐱(n)e(n)

𝐱T (n)𝐱(n) + C
(6)

where 𝛽 ∈ [0, 1) is the smoothing factor to control the value of the VSS and the esti‐
mation error [9].

3 The Studied Sparse Adaptive Filtering Algorithms

In this section, we present the mathematical details of the sparse NLMS-based algo‐
rithms of interest.

3.1 The Proportionate NLMS (PNLMS) Algorithm

The PNLMS algorithm assigns higher step-sizes for coefficients with higher magnitude
using a control matrix 𝐐 and the rest of terms are carried over from NLMS [4], as in,

𝐡̂(n) = 𝐡̂(n − 1) + 𝜇
𝐐(n − 1)𝐱(n)e(n)

𝐱T (n)𝐐(n − 1)𝐱(n) + 𝛿PNLMS

(7)
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where 𝛿PNLMS is the regularization parameter for PNLMS. It is usually taken as
𝛿PNLMS = 𝛿NLMS∕L, [5, 14] and the diagonal matrix

𝐐(n − 1) = diag
{

q0(n − 1) ⋯ qL−1(n − 1)
}

(8)

The elements of the control matrix can be expressed as

ql(n − 1) =
𝜅l(n − 1)

1
L

∑L−1
i=0 𝜅i(n − 1) (9)

where

𝜅l(n − 1) = max
{
𝜅min(n),

|||ĥl(n − 1)|||

}
(10)

and

𝜅min(n − 1) = 𝜌 × max
{
𝛾 , |||ĥ0(n − 1)|||,⋯ , |||ĥL−1(n − 1)|||

}
(11)

with 0 ≤ l ≤ L − 1 being the tap-indices. The parameters 𝛾 and 𝜌 are positive numbers
with typical values 𝛾 = 0.01 and 𝜌 ∈

[
1∕L, 5∕L

]
, [16]. The parameter 𝛾 prevents the

coefficients ĥl(n − 1) from stalling during the initialization stage where 𝐡̂(0) = 0L×1
while, 𝜌 prevents individual filter coefficients from stalling when their magnitudes are
much smaller than the magnitude of the largest coefficient [5, 14, 16]. In addition, it can
be seen that for ql = 1,∀l, PNLMS is equivalent to NLMS [5].

3.2 Sparseness Measure

The degree of sparseness can be qualitatively referred to as a range of “strongly disper‐
sive” to “strongly sparse” [17]. The sparseness of an impulse response of length L can
be quantified by the sparseness measure [18, 19],

𝜉(𝐡) =
L

L −
√

L

{

1 −
‖𝐡‖1√
L‖𝐡‖2

}

(12)

where ‖𝐡‖1 and ‖𝐡‖2 are the 𝓁1-norm and the 𝓁2-norm respectively. That is,

‖𝐡‖1 =
∑L−1

i=0
||hi
|| (13)

‖𝐡‖2 =

√
∑L−1

i=0
h2

i
=
√
𝐡T𝐡 (14)

By considering impulse responses with various degrees of sparseness, it can be
shown that 0 ≤ 𝜉(𝐡) ≤ 1.
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Direct use 𝜉(𝐡) is not feasible since 𝐡 is unknown during adaptation. Therefore, 𝜉(n)
is employed to estimate the sparseness of an impulse response at each sample iteration
[5, 6]. That is,

𝜉(n) =
L

L −
√

L

⎧
⎪
⎨
⎪
⎩

1 −

‖‖‖𝐡̂(n − 1)‖‖‖1√
L
‖‖‖𝐡̂(n − 1)‖‖‖2

⎫
⎪
⎬
⎪
⎭

, n ≥ L (15)

which uses the estimation of the impulse response at the iteration (𝐡̂(n − 1)), instead of
the unknown impulse response 𝐡.

3.3 The SC-PNLMS Algorithm

Results presented in [6] showed that a higher value of 𝜌 will reduce the degree of
proportionality due to the 𝐐 matrix meaning that all filter coefficients are updated at a
more uniform rate. This gives a good convergence performance of the PNLMS algorithm
when the AIR is dispersive. On the other hand, a lower value of 𝜌 will increase the
influence of the 𝐐 matrix, hence, giving a good convergence performance for a sparse
AIR.

In order to overcome the problem of slow convergence in dispersive AIRs, the
PNLMS algorithm needs to have step-size control elements ql(n) robust to sparseness
variations of the impulse response. To achieve a high 𝜌 when 𝜉(n) is small (dispersive
system), several choices can be employed. A very-used choice is the exponential-func‐
tion form [6] as

𝜌(n) = e−𝜆𝜉(n), 𝜆 ∈ ℝ
+ (16)

Replacing 𝜌 by 𝜌(n) in the PNLMS update equation gives the sparseness-controlled
PNLMS algorithm (SC-PNLMS). Tests discussed in [6] showed that 𝜆 = 6 gives a good
compromise of convergence performance in dispersive and sparse systems. Moreover,
the range of 4 ≤ 𝜆 ≤ 6 could be considered as a good choice for the application of AEC.

In addition, it can be noted that when n = 0, ‖‖‖𝐡̂(0)
‖‖‖2

= 0 and hence, to prevent divi‐
sion by a small number or zero, 𝜉(n) can be computed for n ≥ L in SC-PNLMS. When
n < L, we can set 𝜌(n) = 𝜌 = 5∕L, [13].

3.4 The Zero-Attracting NLMS (ZA-NLMS) Algorithm

The use of CS methods permitted to introduce a sparsity constraint (the 𝓁1-norm) into
the convex quadratic cost function of the NLMS algorithm, resulting in a sparsity-aware
LMS algorithm called the “zero-attracting” NLMS (ZA-NLMS) which obeys the
following [7] updating scheme,
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⎫
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+
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⎨
⎪
⎩
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⎫
⎪
⎬
⎪
⎭
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Sparse NLMS

where the new information term is the error vector between the outputs of the filter and
the desired signal vector. The zero-attraction (ZA) term (or zero attractor) is a norm-
related regularization function which applies an attraction to zero on small parame‐
ters [7].

The corresponding updated equation [20] of the ZA-NLMS algorithm is,

𝐡̂(n) = 𝐡̂(n − 1) + 𝜇
𝐱(n)e(n)

𝐱T (n)𝐱(n) + 𝛿NLMS

− 𝜌ZA.sgn
(
𝐡̂(n − 1)

)
(17)

where 𝜌ZA is referred to as the “zero-attraction controller” or the “regularization step-
size” in the adaptive filtering context. It controls the strength of the zero-attractor.
Usually the regularization step-size is fine-tuned offline (via exhaustive simulations) or
in an ad–hoc manner [7].

In [20], a systematic approach is used. It expresses 𝜌ZA in terms of the noise level
and the input signal power E0 is set equal to unity (i.e. E0 = 1), which makes the noise
power 𝜎2

n
= 10−SNR∕10, where SNR (10 log10

(
E0∕𝜎

2
n

)
) is the input signal-to-noise ratio.

Note that sgn(.) is a component-wise signum function defined as

sgn(h) =

⎧
⎪
⎨
⎪
⎩

1, h > 0
0, h = 0
−1, h < 0

(18)

Observing (17), its second term attracts small-value filter coefficients to zero in high prob‐
ability. In other words, most of the small-value filter coefficients can be replaced by zero.
This will speed up the convergence and mitigate the noise on zero positions as well.

3.5 The VSS-ZA-NLMS Algorithm

Recently, by jointly taking advantage of system sparsity and VSS-NLMS, an improved
adaptive sparse channel estimation algorithm had been proposed in [9] named as the
variable step-size zero-attracting NLMS (VSS-ZA-NLMS). Its update equation is
expressed as,

𝐡̂(n) = 𝐡̂(n − 1) + 𝜇(n)
𝐱(n)e(n)

𝐱T(n)𝐱(n) + 𝛿NLMS

− 𝜌ZA.sgn
(
𝐡̂(n − 1)

)
(19)

where 𝜇(n) is calculated as explained in Sect. 2.
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In case of small step-sizes, good estimation accuracy is achieved while high conver‐
gence speed is obtained for large step-sizes. Analysis presented in [9] showed that the
value of the VSS 𝜇(n) will increase if the estimation error decreases and vice versa. In
view of that, as the updating error decreases, VSS-ZA-NLMS reduces its step-size
adaptively to ensure the algorithm stability as well as to achieve better steady-state
estimation performance [9].

3.6 Computational Complexity Analysis

The computational complexity of an algorithm is a very important criterion that should
be examined since it has a direct relationship with the hardware implementation and the
operating time of the system. Although many factors contribute to the complexity of an
algorithm, the relative complexities of NLMS, PNLMS, SC-PNLMS and VSS-ZA-
NLMS in terms of the total number of additions, multiplications and divisions per iter‐
ation are assessed in Table 1, [21].

Table 1. Complexity of algorithms of interest in terms of: addition, multiplication and division

Algorithm Addition Multiplication Division
NLMS 2L + 3 2L + 5 1
PNLMS 3L + 1 6L + 4 2
SC-PNLMS 5L + 2 7L + 6 3
VSS-ZA-NLMS 5L + 6 5L + 11 3

4 Simulation, Results and Discussion

In this section, we present some simulation results to demonstrate the performance of
the algorithms of our study. They are first tested for synthetic systems where the degree
of sparseness is controlled more easily. Then, we further for real systems.

4.1 Synthetic Generation of Sparse AIRs

The method proposed in [5] provides a means of generating synthetic impulse responses
(Synthetic IRs) with different degrees of sparsity using random sequences.

4.2 Computer-Simulations Setup

All simulations were performed in floating-point representation using MATLAB® soft‐
ware. We used two different types of input signals, sampled at 16 kHz, and filtered by
different-sparsity synthetic and real impulse responses to obtain the desired signals.
Firstly, we used two different-sparsity synthetic acoustic impulse responses generated
using the approach described in the previous subsection (see Figs. 2 and 3). Then, we
used two acoustic real impulse responses in different sparsity levels; one is measured in
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a car enclosure where the other is measured in a real audio-conference (denoted ACN)
room.

Fig. 2. Synthetic impulse response with length L = 256, the bulk delay length Lp = 30, 𝜓 = 160
and 𝜉 = 0.3028 (non-sparse or dispersive).

Fig. 3. Synthetic impulse response with length L = 256, the bulk delay length Lp = 30, 𝜓 = 10
and 𝜉 = 0.8296 (very sparse).

In order to use our two real systems in different sparsity levels, the car system is used
truncated at the first 256 taps to give 𝜉 = 0.5138 (less sparse), then with all of its 1024
taps which gives 𝜉 = 0.7410 (more sparse) where the “very-long” ACN system is used
truncated at the first 2048 taps so as to obtain 𝜉 = 0.3673 (less sparse) and with all of its
8192 taps which obtains 𝜉 = 0.6199 (more sparse), see Figs. 4 and 5.
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Fig. 4. ACN impulse response with L = 2048 and 𝜉 = 0.3673 (less sparse).

Fig. 5. ACN impulse response with L = 8192 and 𝜉 = 0.6199 (more sparse).

Concerning inputs, the first one used is a stationary zero-mean correlated noise, with
a spectrum equivalent to the average spectrum of speech. It is usually called USASI
(USA Standards Institute, now ANSI) noise in the field of acoustic echo cancellation.
Its spectral dynamic range is 29 dB. Since in real situations the input signal is non-
stationary, the second used input is a long speech signal that was obtained by concate‐
nation of a man voice and a woman voice in the same sequence (see Fig. 6). The esti‐
mated spectral dynamic range for this signal is 40 dB.

Fig. 6. The used SPEECH input signal with length of 108208 samples.
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As a performance measure in our simulations, we used the time-average normalized
mean square error (NMSE) learning curve for the stationary input signal (USASI-noise)
(denoted as NMSE) [10] defined as

NMSE(dB) = 10 log10

(⟨
e2(n)

⟩

⟨y2(n)⟩

)

(20)

where ⟨.⟩ the symbol denotes a time averaging (over blocks of 256 samples), and y(n)
is the desired signal. For the speech input signal (non-stationary), we preferred to use
the time-average MSE (over blocks of 256 samples) [10] defined as,

MSE(dB) = 10 log10
(⟨

e2(n)
⟩)

(21)

4.3 Performance Comparison and Discussion

We started our comparisons using USASI-noise input with two synthetic impulse
responses. Then, we tested the convergence & “re-convergence” using two real car
systems with a “jump” (abrupt change) at n = 63744, see Figs. 7 and 8. After that, the
case of non-stationary speech input is tested (see Figs. 9 and 10).

Fig. 7. USASI-noise input. Car system with L = 256 and 𝜉 = 0.5138 (less sparse). NLMS (𝜇 =
0.3), PNLMS (𝜇 = 0.3), SC-PNLMS (𝜇 = 0.3, 𝜆 = 6.0) and VSS-ZA-NLMS (𝜌ZA = 0.003 𝜎2

n
, 𝜇max

= 1.0 and C = 10−7). Output with SNR = 50 dB. An abrupt change of the impulse response is
applied at n = 63744.
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Fig. 8. USASI-noise input. Car system with L = 1024 and 𝜉 = 0.7410 (more sparse). NLMS (𝜇
= 0.3), PNLMS (𝜇 = 0.3), SC-PNLMS (𝜇 = 0.3, 𝜆 = 6.0) and VSS-ZA-NLMS (𝜌ZA = 0.003 𝜎2

n
, 𝜇max

= 1.0 and C = 10−7). Output with SNR = 50 dB. An abrupt change of the impulse response is
applied at n = 63744.

Fig. 9. Speech input. ACN system with L = 2048 and 𝜉 = 0.3673 (less sparse). NLMS (𝜇 = 0.3),
PNLMS (𝜇 = 0.3), SC-PNLMS (𝜇 = 0.3, 𝜆 = 6.0) and VSS-ZA-NLMS (𝜌ZA = 0.003 𝜎2

n
, 𝜇max = 1.0

and C = 10−7). Output with SNR = 50 dB.
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Fig. 10. Speech input. ACN system with L = 8192 and 𝜉 = 0.6199 (more sparse). NLMS (𝜇 =
0.3), PNLMS (𝜇 = 0.3), SC-PNLMS (𝜇 = 0.3, 𝜆 = 6.0) and VSS-ZA-NLMS (𝜌ZA = 0.003 𝜎2

n
, 𝜇max

= 1.0 and C = 10−7). Output with SNR = 50 dB.

From these figures, we can notice that the SC-PNLMS algorithm outperforms the
PNLMS algorithm especially for less-sparse and dispersive systems with a performance
very close to NLMS but slightly worse. However, for sparse cases, SC-PNLMS and
PNLMS become very similar and behave better than NLMS in terms of convergence
rate and estimation accuracy.

For stationary inputs, the VSS-ZA-NLMS algorithm has the best overall conver‐
gence-speed and steady-state performance particularly in less-sparse and dispersive
systems where PNLMS and SC-PNLMS have, most of the time, faster initial conver‐
gence (or re-convergence) speed which reduces later to be slower than the convergence
speed of VSS-ZA-NLMS.

For speech input (non-stationary), PNLMS and SC-PNLMS are more favorable in
highly-sparse systems where VSS-ZA-NLMS has superior performance for less-sparse
and dispersive systems.

4.4 Summary

The main achieved results from the previous simulations in stationary and non-stationary
cases are summarized in Tables 2 and 3 respectively. The value 5 is given for the best
algorithm performance (it could be the fastest convergence speed, the most precise esti‐
mation accuracy, or the lowest computational complexity) where the value 1 is assigned
for the worst (it could be the slowest convergence speed, the least precise estimation
accuracy, or the highest computational complexity). The values in between indicate the
closeness either to the best (e.g. 4) or to the worst (e.g. 2).
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1. Stationary-input case.

Table 2. Recapitulation of the main obtained results (stationary input).

Stationary Dispersive and less sparse
IR

Strongly sparse systems IR Computational
complexity

Algorithm Speed of
convergence

Estimation
accuracy

Speed of
convergence

Estimation
accuracy

NLMS 4 5 1 2 5
PNLMS 1 1 4 4 4
SC-PNLMS 3 3 4 4 2
VSS-ZA-NLMS 5 5 3 5 3

2. Speech-input (non-stationary) case.

Table 3. Recapitulation of the main obtained results (non-stationary input; speech).

Speech Dispersive and less sparse
IR

Strongly sparse systems IR Computational
complexity

Algorithm Speed of
convergence

Estimation
accuracy

Speed of
convergence

Estimation
accuracy

NLMS 4 4 2 2 5
PNLMS 1 1 4 3 4
SC-PNLMS 2 2 4 3 2
VSS-ZA-NLMS 5 5 3 3 3

5 Conclusion

This paper addresses the problem of identifying “long” acoustic impulse responses using
sparse adaptive filtering algorithms. It focuses on the study and comparison of three
well-known and recent adaptive filtering NLMS-based algorithms drawn from different
frameworks and tested for sparse and non-sparse AIRs, emphasizing on the achievement
of fast convergence rate and good accuracy with relatively low computational
complexity.

Each of the discussed algorithms has its advantages and its limitations. Depending
on system nature, application design requirements and user objectives, some algorithms
are more favorable than others. The trade-off between the convergence speed and the
steady state MSE is an important issue in the context of system identification and AEC.
This issue can be balanced by choosing the suitable algorithm with the appropriate
parameters for the adaptive filtering process. If two algorithms perform similarly for a
particular application, then, the one with less complexity cost is the most preferable.
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Abstract. This paper addresses the problem of speech enhancement and
acoustic noise reduction by adaptive filtering algorithms in a moving car through
blind source separation (BSS) structures. In this paper we propose a new robust
forward blind source separation (RFBSS) algorithm that does not need voice
activity detection (VAD) systems, and allows getting efficient speech
enhancement performances with low complexity. The proposed RFBSS algo-
rithm is compared with recent and classical speech enhancement algorithms in
different noisy conditions. This comparison is evaluated in terms of Cepstral
distance (CD), the system mismatch (SM) and the Segmental signal-to-noise
ratio (SegSNR) criteria. The obtained results show the efficiency of the proposed
algorithm and its superiority in comparison with competitive algorithms in
speech enhancement applications.

1 Introduction

It is well known that the BSS is a powerful technique for acoustic noise reduction and
speech enhancement in many situation such as in a car configuration involving loosely
spaced microphones and short impulse responses. Most speech enhancement algo-
rithms which are based on the BSS structure use either a manual VAD system (MVAD)
system, or an integrated bloc which realizes automatic VAD (AVAD) to control the
adaptation of the cross-filters. Recently, a particular attention has been made to both
forward and backward BSS (i.e. FBSS and BBSS) structures applied to enhance cor-
rupted speech signals and to cancel the acoustic noise components.

Several works have dealt with these two structures [1, 2]. However, all of these
techniques used a MVAD system that makes them inoperative in practice. The only
work that proposed a VAD system with this FBSS and BBSS structure is given in [3].
In this paper, we focus our interest on the BBSS structure and propose a new robust
adaptive algorithm that enhances the speech signal and reduces the acoustic noise
without need of any VAD system. The solution given in this paper is algorithmic and
not structural as it is given in [2]. The organization of this paper is as follows: in
Sect. 2, we present the principle of BSS. The Model description of FBSS is detailed in
Sect. 3. The proposed robust forward BSS (RFBSS) algorithm is presented in Sect. 4.
However, in Sect. 5, we show the simulation results of the proposed RFBSS algorithm
and its performances in comparison with competitive and recent techniques. Finally,
we conclude our work in Sect. 6.
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2 Blind Source Separation (BSS)

In real environment such as in cars, the recorded signals by two microphones are a
linear combination between the speech s(n) and the noise b(n) components. The latter
depends on the microphone’s positions, acoustic characteristics of the car’s interior, the
sources themselves, etc. [4]. Therefore, the main problem is to find, with the least a
priori knowledge, useful signals which have been mixed. In order to overcome this
problem, the BSS structure of [4] is used frequently to extract the sources signal from
the only knowledge of noisy signals. In this paper, we focus on the convolutive noisy
signals and the FBSS structure. The principle of the FBSS is shown in Fig. 1 (mixing,
and separation signals processes).

3 Model Description of FBSS Structure

In order to separate the noisy observation components from the given structure
(Fig. 1a), we used the FBSS which is shown in Fig. 1b [5, 6]. The noisy signals
p1(n) and p2(n) of the FBSS are:

p1 nð Þ ¼ s nð Þþ h21 nð Þ � b nð Þ; ð1Þ

p2 nð Þ ¼ b nð Þþ h12 nð Þ � s nð Þ: ð2Þ

where s(n) and b(n) are two sources of speech and noise, respectively; h12(n) and h21(n)
represent the cross-coupling effects between the two-channels. The symbol (*) repre-
sents the linear convolution operator. For this model, both adaptive filters w12(n) and
w21(n) are used to identify the cross-talk path h21(n) and h21(n), respectively. The
output signals, u1(n) and u2(n), of the FBSS structure are:

u1 nð Þ ¼ p1 nð Þ � p2 nð Þ � w21 nð Þ; ð3Þ

u2 nð Þ ¼ p2 nð Þ � p1 nð Þ � w12 nð Þ: ð4Þ

Fig. 1. Mixing process (a), and separating FBSS structure.
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where w12(n) and w21(n) are the cross-adaptive filters. If we do further development of
the above relations, we obtain:

u1 nð Þ ¼ b nð Þ � ½h21 nð Þ � w21 nð Þ þ s nð Þ�� ½d nð Þ � h12 nð Þ � w21 nð Þ�; ð5Þ
u2 nð Þ ¼ s nð Þ � ½h12 nð Þ � w12 nð Þ þ b nð Þ�� ½d nð Þ � h21 nð Þ � w12 nð Þ�: ð6Þ

The optimal assumption for both adaptive filters w12(n) and w21(n) means that:

wopt
12 ¼ h12; andw

opt
21 ¼ h21 ð7Þ

Then the two outputs of the FBSS structure are given by:

u1 nð Þ ¼ s nð Þ � ½d nð Þ � h12 nð Þ � h21 nð Þ�; ð8Þ

u2 nð Þ ¼ b nð Þ � ½d nð Þ � h21 nð Þ � h12 nð Þ�: ð9Þ

The two cross-filters w12(n) and w21(n) are adjusted adaptively by several algo-
rithms. The first used algorithm is the Forward symmetric adaptive decorrelating
(FSAD) algorithm [4]. This algorithm propagates the following relations:

w21 nþ 1ð Þ ¼ w21 nð Þþ l21ðu1 nð Þu2 n� mð ÞÞ; ð10Þ

w12 nþ 1ð Þ ¼ w12 nð Þþ l12ðu2 nð Þu1 n� mð ÞÞ: ð11Þ

where: u1(n) = [u1(n),.., u1(n − M+1)] and u2(n) = [u2(n),.., u2(n − M+1)] are the
coefficients vectors of the last M samples of the outputs u1(n) and u2(n) respectively.
The two step-sizes, µ12 and µ21 are both control parameters of the FSAD algorithm,
which adjusts the convergence direction of the adaptive filters w12(n) and w21(n),
respectively. They are chosen according to the relations 0 < µ12 < 2/r2 and
0 < µ21 < 2/r2, where r2 and r2 represent the variances of the input signals p1(n) and
p2(n), respectively.

A. Control of the FBSS structure by a VAD system

The optimal assumption of relation (7) is obtained by using a VAD system. The VAD
system combined with the FBSS structure are schematized in Fig. 2. The VAD system
is useful in the estimation of noise components in observations. In fact, according to a
known process of the state of art, the filter w21(n) is updated only during the noise-only
periods and the filter w12(n) is updated during voice activity periods. This principle is
well used in the symmetric adaptive decorrelating (SAD) algorithm combined with the
FBSS structures [7].

The use of a MVAD system in the FBSS structure gives a perfect segmentation
which is not the case in practice, because there is no a priori information on the input
signals. For this purpose, we need to detect the VAD automaticly. Two algorithms
called VSS-BBSS and VSS-FBSS have been already proposed in [3] that use AVAD.

Both of these proposed AVAD algorithms, for the forward and backward struc-
tures, are based on structural techniques that allow controlling adequately the step-sizes
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of the cross-filters. Hereafter, a new algorithm that allows to get the same behavior as
these two proposed algorithms with low complexity is proposed in this paper.

4 Proposed Robust FBSS (RFBSS) Algorithm

In the formulation of the proposed RFBSS algorithm, we use the Newton’s procedure
of [8] that is often used in the fast adaptive filtering algorithms derivation. If we apply
this principle of Newton’s recursion [8] to the filter of relation (10), we obtain:

w21 nþ 1ð Þ ¼ w21ðnÞþ l21 A nð Þ½ ��1½Pp1p2 � Rp2 nð Þw21 nð Þ�T ; ð12Þ

where A(n) = [e(n)I + Rp2], and Pp1p2 represents the cross correlation vector between
the noisy signals p1(n) and p2(n), i.e. Pp1p2 = E[p1(n) p2(n)]; and Rp2 is the auto-
correlation of the vector p2(n), i.e. Rp2 = E[p2(n) p

T (n)]. I is N � N identity
matrix; e(n) is a small regularization factor; and µ21 is an iteration-dependent step-size.
In the case of dual least mean square (LMS) algorithm, we replace Pp1p2 and Rp2 by their
instantaneous approximation, i.e. Pp1p2 = [p1(n) p2(n)], and Rp2 = [p2(n) p2

T(n)].
In this paper, we propose to replace the small regularization parameter e(n) in (12)

by an averaged mean value of the power of the FBSS first output u1L(n) and introduce
two parameters a and c in this relation. The new relation of the cross-filter update of
w21(n) is given as

A nð Þ ¼ ½a u1L nð Þk k2Iþ cP2 nð ÞPT nð Þ��1: ð13Þ

The vector u1L(n) is composed by the last L estimated values by relation (3), i.e.
u1L(n) = [u1,0(n), u1,1(n), …, u1,L−1(n)]. The squared norm of the output ||u1L(n)||

2

relation (13) is computed as follows:

u1L nð Þk k2¼ Rl�1ju1ðn� iÞj2: ð14Þ

Fig. 2. Control of the FBSS structure a manual VAD (MVAD) system.
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In order to simplify the writing of relation (13), we applied the matrix inverse
lemma [8] and after some simplification and rearrangement, we get the final relation of
A(n):

A nð Þ ¼ 1

a u1L nð Þj jj j2 Iþ c P2 nð Þj jj j2 : ð15Þ

In order to get the final update relation of the cross-filter w21(n), we insert (15) into
(12) and we put c = 1 − a. Finally, As the FBSS structure is symmetric and uses two
cross-adaptive filters w12(n) and w21(n) to cancel the acoustic noise components from
the noisy observations, we extrapolate the analysis from (12) to (15) to derive the same
formulation of the cross-filter w12(n):

w12 nþ 1ð Þ ¼ w12 nð Þþ l12u2 nð ÞP1 nð ÞB nð Þ; ð16Þ

B nð Þ ¼ 1

a u2L nð Þj jj j2 I þ c P1 nð Þj jj j2 : ð17Þ

u2L nð Þk k2¼ Rl�1ju2ðn� iÞj2: ð18Þ

where a and c are positive constants. The parameters a, c, and then µij, {i = j} = 1, 2,
of the proposed algorithm are chosen to achieve the best tradeoff between convergence
speed and low final mean square error (MSE).

5 Analysis of Simulation Results

In this section, we compare the performance of our pro- posed RFBSS algorithm with
the forward symetric adaptive decorrelating (FSAD) [7], and variable step-size FBSS
(VSS- BSS) [3] algorithms. this comparsion is done in terms of CD, SegSNR and SM
creteria as explained in the abstract.

A. Simulation of impulse responses and noisy signals

In the adopted convolutive mixture of Fig. 1a, we use a speech signal (French male
speaker) s(n) and a USASI noise (United state of America Standard Institute, now
(ANSI)) b(n) to generate the noisy observations, these two source signal are taken from
the AURORA database. This mixing model use a simulated impulse responses that are
generated by the specific model proposed in [9], which takes into account the effect of
the distance between microphones. The latter gives simulated impulse responses
h12(n) and h21(n) [the sampling frequency is Fs = 16 kHz; the length of the impulse
responses is L = 256].

In the noisy process of Fig. 1a, we use the impulse re- sponses h12(n) and h21(n) that
model the cross-coupling effects between the two channels to generate the noisy signals
p1(n) and p2(n) which are calculated by relations (1) and (2) respectively. The input
signal-to-noise-ratio (SNR) is selected to be SNR1 = 6 dB and SNR2 = −6 dB
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at the first and second microphones, respectively. The original speech signal, USASI
noise, and the noisy signals are represented in Fig. 3.

B. Simulation results

In this study, we focus only on the first output of the proposed RFBSS algorithm in
which the speech signal s(n) is restored. The performance of the proposed RFBSS
algorithm is performed in a comparison with both FSAD and VSS- FBSS algorithms.
We recall that the FSAD algorithm use a MVAD to control both of the adaptive filters
w12(n) and w21(n), however, the VSS-FBSS uses a block that performs an AVAD
system.

It is worth noting that both of these versions use the NLMS algorithm for the
adaptive filters coefficients adaptation. To do this comparison, we use the following
objective criteria [10, 11]: (i) Temporal evolution description of the output signals,
(ii) Cepstral distance (CD) to quantify the distortion at the output of the proposed
algorithm, (iii) System mismatch (SM) to describe the convergence rate of the cross-
coupling adaptive filter w21(n) used in the proposed algorithm, (vi) Segmental SNR
(SegSNR) between the enhanced speech signal at the output and the original version to
objectively evaluate the noise reduction performance of the proposed algorithm.

The control parameters of the FSAD, VSS-FBSS and the proposed RFBSS algo-
rithms are summarized in Table 1. We note that these parameters are used in all the
simulations that are presented in this paper.

From, we can observe that the three algorithms share the adaptive filters length
parameter which is selected to be equal to Lw12 = Lw21 = 256. The other parameters are

Fig. 3. Source signals (top) and noisy signals (bottom) SNR1 = 0 dB and SNR2 = 0 dB.
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chosen to achieve the best convergence speed performance possible. The parameters a
and c are specific for the new proposed RFBSS algorithm, and they are appropriately
chosen to achieve the best trade-off between rate of convergence and low final mean
square error. All the presented simulations are carried out with speech signal and noise
components sampled at 16 kHz and coded on 16 bits.

(1) Evaluation of the enhanced speech signals: In Fig. 4, we show the output signals
obtained with the three algorithms, i.e. the proposed RFBSS, FSAD and VSS-
FBSS. In this Fig. 4, we show the temporal evolution of the different signals used
in simulation (original speech signal and the output signal of each method). For
each algorithm, the spectrogram of the signal available at the output of treatment
is depicted in the same Fig. 4. From Fig. 4, available signals on the processed
outputs from these three algorithms are visually denoised, also we can observe,
from the spectrogram representation, that the proposed RFBSS output signal is the
closer one to the original speech signal.

(2) Evaluation of the Cepstral distance (CD): we evaluate the CD evolution of the
speech signals obtained by the FSAD, VSS-FBSS and the proposed RFBSS
algorithms. The CD evaluation is done only with speech presence segment. We
have evaluated the CD criterion for three inputs SNRs, i.e. SNR1 = SNR2 = −6
dB, 0 dB and 6 dB. In the noisy signals, we have used four types of noise, (i.e.
white noise, USASI noise, Babble noise and Street noise). Figure 5 shows the
obtained results of the CD values by the proposed RFBSS, FSAD and VSS-FBSS
algorithms.

From this Fig. 5, we can observe the virtue of the proposed algorithm (RFBSS)
over the other ones (FSAD and VSS-FBSS). It is also noted that the classical FSAD
and VSS-FBSS algorithms provide almost the same performance.

It is worth noting that this new RFBSS algorithm does not need any VAD system
either a MVAD, as in the case of the original FBSS structure, or an integrated block
which realizes AVAD, like in the VSS-FBSS algorithm [1]. In this new RFBSS
algorithm, the adaptation process of the cross-filters w21(n) and w12(n) is done auto-
matically thanks to variable gradient part of the cross-filters w21(n) and w12(n) which
are given by (20) and (21) respectively.

In the case where the speech signal energy is superior than that of the noise, the
filter w21(n) is frozen i.e. there is no adaptation, so the noise is not removed in this
period. On the other hand, when the noise energy (noisy signal) is much important than

Table 1. Simulations parameters of each algorithm: FSAD, VSS-FBSS and the proposed
RFBSS. The paremeters L, A and C are the adaptive filters length, the smoothed coefficients 1,
and 2, respectively. µ12, and µ21 are step-sizes.

Algorithms Parameters

FSAD [10] L = 256, µ12 = µ21 = 0.4
VSS-FBSS [1] L = 256, µ21 = 0.4, µ12 = 0.001
Proposed RFBSS [In this paper] L = 256, µ21 = 0.01, µ12 = 0.1,

a = 0.98, c = 1 − a
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that of the speech signal, the cross-filter w21(n) is adapted and the speech signal is well
denoised. More the noise signal is canceled, the estimated speech signal is enhanced.
This is one of the most important advantage of this new (RFBSS) automatic algorithm
(improvement of quality) without using and need of any type of segmentation.

Clearly, the first step-size µ21 is inversely adjusted by both energy of u1(n) and
p2(n) signals. However, the first step-size µ12 is control by both energy of the signals
u2(n) and p1(n). From these relations, we can easily note that the gradient part of the
both cross-filters w21(n) and w12(n) are frozen when the energy of the output u1(n) and
u2(n) are close to those of the noisy signals, i.e. p2(n) and p1(n), respectively; thus in the
other case both cross-filters w21(n) and w12(n) will be updated and this is what happen
in the permanent regime. In conclusion, when the FBSS output energies are small, the
cross-filters w21(n) and w12(n) of this algorithm are adjusted, therefore the coefficients
automatically begin to adapt. Thus, in the other case, the cross-filters are frozen and no
adaptation is done, so the noise is not removed in this period.

Fig. 4. Time evolution and spectrogram of the output speech signals u1(n) obtained by the
following algorithms: (Top) FSAD algorithm, (Middle) VSS- FBSS algorithm, and (Bottom) the
proposed RFBSS algorithm.
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(3) System mismatch (SM) criterion evaluation: The obtained results of the SM
criterion by the proposed RFBSS, FSAD and VSS-FBSS algorithms are reported
in Fig. 6. In this Fig. 6, the temporal SM evolution of the adaptive filter coeffi-
cients w21(n) is shown. Analysis of Fig. 6 shows that the proposed RFBSS
algorithm shows the best performance in comparison with both FSAD and VSS-
FBSS algorithms.

Fig. 5. Overall Cepstral Distance (CD) evaluation. Simulated algorithms are: (1) FSAD
algorithm, (2) VSS-FBSS algorithm and (3) the proposed RFBSS algorithm. The algorithm
parameter values are given in Table 1.

Fig. 6. The system mismatch comparison between three structures: the RFBSS (in pink), the
FSAD (in cyan) and the VSS-FBSS (in blue).
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(4) Segmental SNR (SegSNR) criterion evaluation: In order to complete the previous
performance comparison, the obtained results of the SegSNR applied to the output
speech signals of the three algorithms (proposed RFBSS, FSAD and VSS-FBSS),
are shown in Fig. 7. It is worth reminding that the output segmental SNR criterion
is evaluated between the original speech signal and its enhanced versions for each
algorithm.

In this simulation, we use the same noise types as in subsection 2 and evaluate the
SegSNR for the input SNRs, −6 dB, 0 dB and +6 dB. Figure 7 compares the per-
formance based on the SegSNR criterion obtained with each algorithm for different
inputs SNRs.

On the same Fig. 7, the output SNR values of the noisy speech signal are compared
with the other ones. According to these results, it is clear that the proposed RFBSS
algorithm have almost the same segmental SNR values with classical and variable
FBSS structures (i.e. FSAD and VSS-FBSS, respectively). We conclude that the
segmental SNR criterion proves the good characteristic of the proposed RFBSS
algorithm to reduce the noise components at the output without using any segmentation
to control the adaptation of the adaptive filters.

6 Conclusions

In this paper, we have proposed a new robust FBSS algorithm (denoted RFBSS), which
is used for acoustic noise reduction and speech quality enhancement application. This
new algorithm is proposed to avoid mathematically the use of a MVAD system which
is inherent for adaptation, control, and fast converging the FBSS cross-filters.

Fig. 7. The SegSNR values evaluation of the proposed RFBSS, FSAD, and VSS-FBSS
algorithms.
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The proposed RFBSS algorithm does not need VAD system, and it is automatically
controlled by variable step-sizes that is dependent on mixed normalization of both data
and error vectors. For the validation of the proposed RFBSS algorithm performances,
we have carried out several experiments based on the objective criteria (SM, CD, and
SegSNR) in various environments of convolutive noisy observations (highly and
slightly noisy observations). In comparison with conventional FSAD and the improved
VSS-FBSS algorithms, the proposed RFBSS algorithm has demonstrated consistently
superior performances both in CD and SM criteria. From these results, we conclude
that the proposed RFBSS algorithm can be a good alternative for the application of
acoustic noise reduction and speech enhancement.
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Abstract. In this work, we present a new protocol for a novel biometric scenario
that is called writer retrieval. Precisely, we propose to use the Histogram Of
Templates (HOT) to generate features from handwritten text images. Then, the
retrieval task is achieved by SVM classifier trained according to a writer inde‐
pendent strategy. Experiments are conducted on the CVL database which contains
310 writers (1604 documents written in English and German). The results
obtained in terms of overall accuracy highlight the effectiveness of the proposed
system.

Keywords: Dichotomy transformation · HOT · SVM · Writer retrieval

1 Introduction

Various fields such as forensic science, paleography or pattern recognition, involve
authentication of authorship of handwritten documents. Such application is
commonly known as “writer retrieval”, which consists of finding from a set of hand‐
written documents all those written by a specific writer. The challenge is to recog‐
nize not the content of documents but the style of the writer because in most cases
documents do not contain the same text. Needless to say, that interest in the writer
recovery scenario increases with the ever-increasing amount of handwritten docu‐
ments available in digital format. In fact, this technique allows historians to chase the
rare documents of famous individuals.

Compared to other handwriting recognition applications such character recognition
or signature verification, writer retrieval is a recent research topic. One of the earliest
works on writer retrieval has been proposed by Atanasiu et al. [1], conducted on IAM
handwriting dataset report a precision about 100% when 70% of the database documents
are considered in ranking. This performance is reduced to 70% when considering only
10% of documents. In [2] authors employ SIFT to generate features that are clustered
using a GMM which is used as a vocabulary.

Inspired by the writer-identification protocol proposed in [3], presently, we propose
a new automatic system “writer retrieval”. Precisely, a dissimilarity framework is
employed for training the retrieval system that is based on SVM classifier. For feature
generation, we investigate the applicability of the histogram of templates (HOT) that is
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locally computed over textural images extracted from handwritten texts. Experiments
are carried out using a CVL data set which contains 1604 documents from 310 writers.

The paper is structured as follow: Sect. 2 describes the proposed system by
explaining the dissimilarity framework and how features are calculated. We introduce
also in this section the different steps that constitute the retrieval system. Section 3
presents the experimental analysis. Finally, Sect. 4 gives the conclusion and indicates
some perspectives of this work.

2 Proposed System

Giving a large dataset of handwritten documents, a writer retrieval system seeks all
documents that are written by the same person. As shown in Fig. 1, our proposed system
is composed of several steps:

Fig. 1. Proposed system of writer retrieval

1. Build textural images
2. Divide textural images into several cells to allow a local calculation of features.
3. Feature generation using Histogram Of Templates (HOT).
4. Dissimilarity calculation.
5. Develop SVM decision to achieve the retrieval task.
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2.1 Textural Images

To highlight the writing style of each individual, we extract only a text from a document.
This is done by using projection histograms that help to remove small components such
as periods, commas, strokes, interlines and inter-word spaces (Fig. 2).

Fig. 2. Textural image extraction from a handwritten document

Projection histograms were introduced in 1956 in a hard-ware OCR system by Glau‐
berman [4]. The horizontal and vertical histograms are calculated as shown in the
Eqs. 1 and 2 below:

HX(k1) =
∑l

i=1
I(i, k1) (1)

HY (k2) =
∑C

J=1
I(k2, j) (2)

Where (l, c) are the size of the document image and I is the pixel value. It should be
noted that the local minimums of the vertical histogram correspond to the interline, while
those of the vertical histogram correspond to the inter-word and inter-characters spaces.

2.2 Histogram of Templates (HOT)

This Descriptor was first introduced for human detection in [5]. It employs a set of 20
templates to describe segment orientations by comparing positional relationship
between a pixel and its neighborhood references. Presently, HOT is proposed to high‐
light local orientations in textural images. Specifically, HOT can be calculated by
considering the pixel and gradient information, it compares the intensity or the gradient
value of a pixel neighborhood with several templates (see Fig. 3) to find the template
that fits the segment orientation. Precisely, as described in Eqs. 3 and 4, the central pixel
fits a given template if its intensity (or gradient value) is higher than those of its neighbors
in the considered template.
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I(P) > I(P1)&& I(P) > I(P2) (3)

For each template, if the gradient magnitude Mag(P) of a pixel P is greater than the
gradient magnitude of the two adjacent pixels, P matches this template (see Eq. 4).

Mag(P) > Mag(P1) && Mag(P) > Mag(P2) (4)

I: the gray level value.
Mag: gradient magnitude
The histogram has 20 bins and each bin corresponds to one template. The value of

each bin is the amount of pixels that meet the template in a given cells. The final feature
vector is obtained by concatenating intensity and gradient histograms.

2.3 Dissimilarity Calculation

To retrieve all documents that belong to the same writer, we reduced the multi-class
problem into 2-class problem by using the dissimilarity framework introduced in [6]
which is based on a dichotomy transformation. It provides two classes that are inde‐
pendent of the number of writers: the within class (+) and the between class (−). The
Fig. 4 illustrates briefly the dichotomy transformation of 4 writers {w1, …w4} to form
vectors (Z1; Z2) called dissimilarity feature. Suppose two vectors A and B their dissim‐
ilarity is calculated as follow (see Eq. 5):

ZI =
||AI − BI

|| (5)

Fig. 3. Templates employed in HOT calculation from [5].
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Fig. 4. Dichotomy transformation: (a) samples in the feature space and (b) samples in the
dissimilarity space where (+) stand for the vectors associated to the within class and (−) stands
for the vectors associated to the between class from [3].

Figure 5 shows the calculation of dissimilarities in the positive class using two
textural images of the same writer. These images are partitioned into 9 cells to allow
local calculation of HOT.

Fig. 5. Dissimilarity calculation of the positive class for one writer.

For the negative class, dissimilarities are calculated by considering the distance
between the feature vector of each cell in a textural image with feature vectors of 9 other
cells that are randomly extracted from images of 9 other writers see Fig. 6.
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Fig. 6. Dissimilarity calculation of the negative class for one writer.

2.4 SVM-Based Writer Retrieval

In this work, we use a SVM classifier to achieve the retrieving task. The training aims
to find the optimal hyperplane separating two classes from a set of training examples [7].
In our case the optimal plane must separate the two classes (the positive and the negative
one). Commonly, data are mapped into a dot product space via a kernel function, such
that:

f (z) = sin
(∑Sv

j=1
𝛼jyjK

(
z, zj

)
+ b

)
(6)

Sv is the number of support vectors that represent training data for which, 0 ≤ αj ≤ C.
The bias b is a scalar while C is the cost parameter.

3 Experimentation and Result

For performance assessment of our “writer retrieval” system we use the CVL-Data‐
base1, which contains handwritten documents of 310 writers. Each writer is represented
by 7 or 5 different handwritten texts (1 in German and 6 in English script) [8]. As intro‐
duced in [2], the retrieval criterion considers the percentage of correct documents in the
top N from the ranking. In addition, we evaluate the soft precision at the TOP N. For
the training stage 100 writers are used, the remaining of the database is considered as
test data (210 writers). From each writer the system must retrieve his all others docu‐
ments to satisfies the hard criterion or at least one of those documents when using the
soft criterion. The test considers the dissimilarity features between 9 blocks of the

1 hwww.caa.tuwien.ac.at.
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questioned document and all other blocks of all documents available in the data-set.
Hence, 81 dissimilarities are introduced to the SVM for each document, where the SVM
provides 81 answers. In fact, we compute between those 81 answers using the maximum
of the averages values to get out the final SVM decision. Finally, the ranking step deter‐
mine the retrieved documents. First, we performed a test on a closed system which means
a system where only the writers who participated in the learning phase will be tested via
other documents. Secondly, we make a test using the writers who did not participated
at all in the conception of the system. The obtained Result are illustrated in the
Tables 1 and 2 below:

Table 1. Retrieval result using the retrieval criterion

Precision (%) TOP-2 TOP-3 TOP-4
Closed system 93,00 86,00 81,33
Opened system 70,00 65,50 63,00

Table 2. Retrieval result using the soft criterion

Precision (%) TOP-2 TOP-3 TOP-4
Closed system 100,0 100,0 100,0
Opened system 90,47 92,38 94,36

From this table we can remark that a highest precision (93%) is obtained when using
a closed system Which is very logical because these writers participated in the learning
phase. Also, the opened system shows an acceptable performance about 70% of preci‐
sion. therefor the system is able to retrieve writers even when they are not used in the
learning phase.

This result shows the high performance that allows 100% of soft precision using a
closed system against 94.36% when using opened system on the TOP-4.

4 Conclusion

In this paper we present a new independent protocol for “Writer Retrieval” based on a
Dichotomy transformation. We also show the performance of the descriptor HOT which
consider the pixel and the gradient information. Experimental analysis was performed
on the CVL database. Results show that local features present mixed result, on opened
system the precision of 70% is obtained, against 93% when using a closed system. Those
result encourage us to make more research to improve the performance of our system.
therefore, we are interested in considering more robust descriptors and also combination
features.
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Abstract. In this paper, we analyze the performances of theCell Averaging based
on Lookup Tables (CA-LT) detector of distributed targets embedded in Weibull
clutter. The target is spread over a number of cells, and its total energy is computed
as the weighted sum of the energies reflected from each cell. The clutter level
estimate is multiplied by the threshold factor, which is selected after estimating the
actual parameters using the Moments estimation method (MOM). The total target
energy is compared to the resulting product to decide the presence of the target.
Different couples of clutter parameters and numbers of reference cells are

considered in order to assess the performances of the (MOM) method within the
(CA-LT) scheme. The Constant False Alarm Rate (CFAR) property of (CA-LT)
is also analyzed with regards to the clutter parameters.

Keywords: Lookup Tables � CFAR detection � Weibull distribution
Parameters estimation � Distributed targets

1 Introduction

In radar literature, the target is better described as a reflection from few points
according to the Multiple Dominant Scatterers (MDS) concept [1], which corresponds
to the High Resolution Radar (HRR) systems. In fact, the target energy is spread over
the “primary cells” according to an energy model. Under this assumption, many
detection schemes have been designed to detect “range spread targets” [1–5].

In [6], the authors proposed a new detection approach to detect distributed targets
embedded in K-distributed clutter with unknown parameters. The latter is based on
Lookup Tables containing threshold factors that maintain a Constant Probability of
False Alarm (Pfa), and online estimation of the clutter parameters. The estimated
parameters are then compared to the parameters in the Lookup Tables in order to select
the suitable threshold factor. The performances of the (CA-LT) have been analyzed for
different couples of clutter parameters and MDS models, and have been compared to
the performances of the Logarithmic Cell Averaging detector (CAL) [7]. Results have
shown that increasing the radar resolution enhances the detection performances, and
that the (CA-LT) outperforms the CAL.
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Motivated by the working principle of the (CA-LT), the authors proposed the
Greatest Of based on Lookup Tables (GO-LT), and the Smallest Of based on Lookup
Tables (SO-LT) detectors to detect distributed targets embedded in compound Gaus-
sian clutter, with Inverse Gamma texture [8]. The performances of (GO-LT) and (SO-
LT) have been analyzed for different MDS models and have been compared to the
(CA-LT). Simulations indicated that all detectors exhibit the best performance with the
uniform target model.

In [9], the Multiple pulse Cell Averaging based on Lookup Tables (M-pulse CA-
LT) detector have been proposed to detect distributed targets embedded in K-
distributed clutter, using non coherent integration of multiple pulses. A pulse-to pulse
estimation of clutter parameters is associated to the (M-pulse CA-LT) detector in order
to estimate the per-pulse shape and scale parameters, and an average of these estimates
is computed and compared to the values in the Lookup Tables to select the suitable
threshold factor. The binary hypothesis test of the (M-pulse CA-LT) have been derived
with regards to the expression of the target total energy. The performances of (M-pulse
CA-LT) have been analyzed for different MDS models, couples of clutter parameters,
and numbers of integrated pulses.

Performances of (M-pulse CA-LT) have also been compared to those of the
(OS-GLRT), formerly proposed in [10]. Simulation results have shown that both
detectors exhibit the best performance when the target is uniformly distributed on the
primary cells. It has also been shown through simulations that the proposed approach
ensures the Constant False Alarm Rate (CFAR) property.

On the other hand, bi-parametric distributions, such as the K-distribution [11],
Weibull [12], Lognormal [13] are more adequate for modeling sea clutter returns.
Moreover, clutter parameters are not a priori known in real radar applications. Hence,
in this work, we focus on the Moments method (MOM) [14].

In this work, we analyze the performances of the (CA-LT) detector considering
distributed targets embedded in Weibull clutter. As well established in [6], the (CA-LT)
structure is associated to the Moments approach (MOM) [14] to estimate the shape and
the scale parameters. These estimates are compared to the pre-computed values in the
Lookup Tables to select the suitable threshold factor. The main purpose of this study is
to assess the performances of the Moments approach within the proposed scheme.
Hence, we present values of estimated shape and scale parameters and analyze the
impact of the number of reference cells on the accuracy of the parameters estimation,
and on the (CA-LT) performances.

2 The (CA-LT) Detector

The (CA-LT) detector is designed to detect distributed targets using Lookup Tables
(LT), and online estimation of clutter parameters [6]. The main concept of this detector
is to ensure the CFAR property with regards to the unknown clutter parameters. Les
clutter samples X_i i = 1,…N are modeled as vector of Weibull Independent and
Identically distributed (IID) random variables, and the target is spread over Np primary
cells, surrounded by N reference cells (Fig. 1). The Weibull distribution is specified by
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the shape and the scale parameters, referred to as: b and a respectively. Its Probability
Density Function (PDF) is given by [12]:

fX xð Þ ¼ b
a

x
a

� �b�1
exp � x

a

� �b� �
ð1Þ

The target total energy D, and the clutter level estimate, namely, ZCA�LT are
respectively given by [6]:

D ¼
XNp

k¼1
akX

k
0 ð2Þ

ZCA�LT ¼
XN

i¼1
Xi ð3Þ

ak is a multiplicative factor representing the amount energy proportion of the kth range
location.

The threshold factors T maintaining a Constant Probability of False Alarm (Pfa) are
offline computed and stored in Lookup Tables for different couples of clutter param-
eters (a, b). Then, the Moments (MOM) Weibull parameters estimation technique [14]
is associated to the (CA-LT) structure, to estimate is the shape and the scale parameters
referred to as: b̂ and â respectively.

Fig. 1. Detection scheme of the (CA-LT) detector
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The scale parameter a can be estimated as follows [14]

â ¼ l̂=C 1þ 1

b̂

 !
ð4Þ

The shape parameter b can be estimated using the following function [15]

l̂2

l̂2 þ r̂2
¼

C 1þ 1
b

� �
C 1þ 1

b

� �
C 1þ 2

b

� � ð5Þ

where C :ð Þ is the Gamma function, l̂ and r̂ are computed using the clutter samples Xi

as follows [14]

l̂ ¼ E Xð Þ ¼ 1
N

XN
i¼1

Xi ð6Þ

r̂ ¼ E X2� �� E Xð Þð Þ2 ð7Þ

The couple (â, b̂) is compared to the parameters in the Lookup Tables to select the
suitable threshold factor T(a, b), which is multiplied by the clutter level estimate
ZCA�LT . The obtained product is compared to the distributed total energy D. The binary
hypothesis test of the (CA-LT) for detecting distributed targets is given by [6]:

XNp
k¼1

akXk
0

H1

[
\
H0

T m; lð ÞZCA�LT ð8Þ

where H0 and H1 refer to the null and the alternative hypothesis respectively.

3 Simulations Results

Detection performances of the (CA-LT) are analyzed for different couples of param-
eters a; bð Þ, considering a uniformly distributed target on Np = 5 primary cells. We
also consider a Pfa of 10-3. We use Monte Carlo simulations with 100/Pfa independent
trials. The signal to clutter ratio (SCR) in the case of Weibull distribution is given by:

SCR ¼ 10log10
2r2

C 1þ 1
bð ÞC 1þ 1

bð Þ
C 1þ 2

bð Þ
� 	

0
BB@

1
CCA ð9Þ

r represents the parameter of a Rayleigh fluctuating target.
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3.1 Lookup Tables

Tables 1, 2 and 3 refer to the Lookup Tables of (CA-LT) for different couples of
clutter parameters a; bð Þ, assuming Np = 5, a Pfa of 10-3 and N = 16,32 and 64
respectively. We observe that the threshold factor T is not affected by the scale
parameter a. However, it decreases for higher values of the shape parameter b.
Moreover, by comparing the Tables, we observe that the threshold value decreases
when the number of reference cells N increases.

Table 1. Threshold factor of CA-LT detector, N = 16

b a

1 3 6 8 10

1 0.2550 0.2550 0.2550 0.2550 0.2550
1.5 0.1684 0.1684 0.1684 0.1684 0.1684
2 0.1340 0.1340 0.1340 0.1340 0.1340
3 0.1055 0.1055 0.1055 0.1055 0.1055
4 0.0942 0.0942 0.0942 0.0942 0.0942
6 0.0822 0.0822 0.0822 0.0822 0.0822
8 0.0775 0.0775 0.0775 0.0775 0.0775
10 0.0743 0.0743 0.0743 0.0743 0.0743

Table 2. Threshold factor of CA-LT detector, N = 32

b a

1 3 6 8 10

1 0.1064 0.1064 0.1064 0.1064 0.1064
1.5 0.0750 0.0750 0.0750 0.0750 0.0750
2 0.0610 0.0610 0.0610 0.0610 0.0610
3 0.0500 0.0500 0.0500 0.0500 0.0500
4 0.0459 0.0459 0.0459 0.0459 0.0459
6 0.0400 0.0400 0.0400 0.0400 0.0400
8 0.0378 0.0378 0.0378 0.0378 0.0378
10 0.0364 0.0364 0.0364 0.0364 0.0364

Table 3. Threshold factor of CA-LT detector, N = 64

b a

1 3 6 8 10

1 0.0506 0.0506 0.0506 0.0506 0.0506
1.5 0.0354 0.0354 0.0354 0.0354 0.0354
2 0.0295 0.0295 0.0295 0.0295 0.0295
3 0.0242 0.0242 0.0242 0.0242 0.0242
4 0.0219 0.0219 0.0219 0.0219 0.0219
6 0.0197 0.0197 0.0197 0.0197 0.0197
8 0.0186 0.0186 0.0186 0.0186 0.0186
10 0.0180 0.0180 0.0180 0.0180 0.0180
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3.2 MOM Estimation Results

In this part, we assess the performances of the MOM approach within the (CA-LT)
detector. We present different tables containing estimated shape and scale parameters
values (â, b̂) for different couples of parameters (a, b), and analyze the effect of the
number of reference cells N on the quality of estimation.

Tables 4 and 5 refer to the estimated values of the shape and the scale parameters,
namely, b̂ and â respectively. Assuming N = 16 reference cells, we observe that the
MOM method ensures good estimates for both parameters. Also, Tables 6 and 7 refer
to the estimated values â and b̂ assuming N = 32 reference cells, the obtained values
indicate that the estimated values are close to the real values of the parameters, and the
MOM method presents better results than the cased of N = 16.

Finally, and in order to assess the effect of the number of reference cells on the
quality of estimation, we computed the MOM method assuming N = 64 cells. By
comparing the results, which are summarized in Tables 8 and 9 for â and b̂ respectively
to the previous results, we observe that the best results are obtained with N = 64 cells.
We conclude that better estimation is obtained with higher numbers of reference cells
N, since it guarantees a more accurate selection of threshold factor, when associated to
a Lookup Tables based detector. This result is in accordance with the chosen number of
N in the CA-LT in [6].

Table 4. Estimated scale parameter a, N = 16

b a

1.0 1.5 2.0 3.0 3.5 4.0 5.0

1.0 0.9108 1.8115 1.8663 3.1951 4.3081 5.8008 6.2396
1.5 1.5536 1.6002 1.5972 2.6082 3.5309 4.4823 5.4213
2.0 0.7245 1.9425 2.3537 2.9043 3.226 4.0587 5.4292
2.5 1.0168 1.9422 2.3376 2.7116 3.4895 3.3730 5.7459
3.0 1.1966 1.7211 2.1304 3.3694 2.8541 5.7053 4.7103
3.5 1.3438 1.7887 2.4053 2.7955 3.6260 3.1629 4.3330
4.0 1.2086 1.2325 2.1288 3.3175 5.1392 5.7860 6.0189
4.5 0.9745 1.9355 1.8996 2.681 3.8986 4.6742 4.893
5.0 1.2703 1.6717 2.3817 3.7825 2.8694 4.0614 4.6373
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Table 5. Estimated shape parameter b, N = 16

b a

1.0 1.5 2.0 3.0 3.5 4.0 5.0

1.0 0.8371 1.3227 0.9319 1.0302 1.0499 0.9742 1.0612
1.5 2.3679 1.3695 1.3692 1.4317 1.5624 1.3893 1.5343
2.0 1.8545 1.6094 1.7758 2.0711 2.1014 1.8989 2.0841
2.5 2.2685 1.4630 2.5513 2.3758 2.3709 2.2072 2.3959
3.0 3.5589 2.4641 2.6168 2.8080 3.0630 2.8760 2.8390
3.5 4.7518 3.6603 3.4571 3.4196 3.4525 3.0646 3.5881
4.0 3.7642 2.8605 3.7149 3.6358 4.4846 4.1677 3.9545
4.5 5.8626 4.1820 5.2583 4.4055 4.6986 4.5759 4.6043
5.0 4.2503 5.3255 5.4349 4.8969 4.6149 5.0073 4.9171

Table 6. Estimated scale parameter a, N = 32

b a

1.0 1.5 2.0 3.0 3.5 4.0 5.0

1.0 1.0385 1.5747 2.1790 3.3900 3.2229 3.9871 5.2396
1.5 1.1008 1.4629 1.9267 3.0767 3.168 4.4773 5.1214
2.0 1.1066 1.4903 1.9492 2.8837 3.3881 4.0807 4.7183
2.5 0.985 1.6375 2.4490 2.797 3.7706 4.8576 5.2456
3.0 1.138 1.2180 2.5014 3.5513 3.8564 4.0007 5.9285
3.5 1.3827 1.5999 1.8169 3.2579 3.6266 4.1872 5.1003
4.0 0.9934 1.8044 1.6787 2.9393 3.9439 3.905 6.5232
4.5 1.0616 1.4638 2.0612 2.8316 3.8190 3.8699 4.9782
5.0 1.2724 1.6873 2.7330 3.2205 3.3196 3.8778 4.5010

Table 7. Estimated shape parameter b, N = 32

b a

1.0 1.5 2.0 3.0 3.5 4.0 5.0

1.0 1.1494 1.0089 1.0232 0.9890 0.9447 1.0347 0.951
1.5 1.2479 1.3931 1.8176 1.5956 1.5881 1.3934 1.4428
2.0 1.9448 2.0924 2.0079 2.0154 1.9418 1.9535 2.0579
2.5 2.4899 2.3234 2.4874 2.4612 2.4425 2.4190 2.5310
3.0 4.3014 2.7613 3.3757 3.2832 2.9696 2.8017 3.0402
3.5 3.6919 3.5774 3.4629 3.6294 3.6128 3.5292 3.731
4.0 4.7081 4.931 3.7821 4.0947 4.2684 4.0952 4.0708
4.5 2.6738 4.0234 4.8508 4.2577 4.6352 4.4965 4.4097
5.0 4.6539 5.069 5.4764 5.0138 5.1810 5.3465 4.9490
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3.3 Detection Performances of CA-LT

In order to analyze the effect of the online estimation of the clutter parameters on the
detection performances of (CA-LT), we plot its Pd against SCR for different couples
(a, b) for different N.

In Fig. 2, we present detection performances of (CA-LT) assuming different cou-
ples of clutter parameters, namely a; bð Þ = (1, 1), (1, 2) and (1, 10) assuming N = 16
and N = 64 reference cells. We observe that CA-LT exhibits the best performance with
the couple (1, 1), and it is degraded as the parameter b decreases, which is the case of
b = 10.

We also observe that increasing the number of reference cells enhances the
detection performances.

Another important property is the Constant False Alarm Rate CFAR) property. As
presented in Fig. 3, the Pfa of the (CA-LT) does not depend on the value of a, and it is
maintained to 10-3 for any given number of reference cells.

Table 8. Estimated scale parameter a, N = 64

b a

1.0 1.5 2.0 3.0 3.5 4.0 5.0

1.0 1.1042 1.5248 1.9846 3.1155 3.1504 4.4097 5.1716
1.5 1.0850 1.5389 1.9884 3.3171 4.2072 4.2892 4.8936
2.0 1.1159 1.4993 1.9293 2.6570 3.0242 4.2854 5.1349
2.5 1.0334 1.4388 1.8802 3.3685 3.8377 3.4699 5.0350
3.0 0.7620 1.5426 2.0953 3.0326 3.7888 3.4444 4.9467
3.5 1.0124 1.4963 1.7780 2.6402 3.0247 3.7521 4.6642
4.0 1.2712 1.2331 1.7346 2.8816 3.5281 4.5885 4.4611
4.5 0.8676 1.488 2.0671 3.092 3.3999 4.3460 5.0899
5.0 0.9413 1.3921 1.9371 2.4842 4.2956 4.0572 6.3609

Table 9. Estimated shape parameter b, N = 64

b a

1.0 1.5 2.0 3.0 3.5 4.0 5.0

1.0 0.9753 1.0839 1.0214 0.9791 1.0149 1.0192 0.9591
1.5 1.4892 1.5797 1.6435 1.4964 1.445 1.4441 1.5011
2.0 1.9467 1.8231 1.8626 2.0019 1.9820 1.8918 2.0231
2.5 2.6431 2.6682 2.1715 2.4809 2.4193 2.5655 2.5797
3.0 2.8735 2.92 3.5288 2.9938 3.0757 2.9003 3.0197
3.5 3.4119 3.4988 3.3347 3.5159 3.5224 3.3935 3.6573
4.0 3.4578 3.6853 3.6925 3.6282 4.1048 4.1185 4.0343
4.5 4.2115 4.2162 4.4177 4.4403 4.4737 4.4219 4.4594
5.0 5.5616 4.6875 4.8124 4.8676 5.0401 5.2635 5.0043
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Moreover, the Pfa of (CA-LT) is plotted for different values of b. As illustrated in
Fig. 4, the best result is obtained with N = 64, which is expected since the effective
parameters estimation allows a more accurate indexation of Lookup Tables, and
selection of suitable threshold factor. For, N = 16 and N = 32, the Pfa is still close to
the nominal Pfa (10-3) which is in accordance with the results presented above with
regards to the accuracy of the estimation. We conclude that the proposed Lookup
Tables approach guarantees the CFAR property with regards to both clutter parameters
(a, b).

Fig. 2. Pd of (CA-LT) for different couples of clutter parameters (a, b)

Fig. 3. Pfa of (CA-LT) for different values of a
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4 Conclusion

In this paper, we analyzed the performances of the (CA-LT) detector considering range
spread targets embedded in Weibull clutter with unknown parameters. First, expression
of binary hypothesis tests of (CA-LT) when range spread targets are consider is pre-
sented. Then, the performances of the Moments (MOM) method, which is associated to
the detectors structure, are assessed for different couples of clutter parameters and for
different numbers of reference cells.

Simulation results are carried out for different couples of clutter parameters using
Monte Carlo method. Results have shown that the proposed approach is significantly
dependent on the number of reference cells used in the estimation, since it affects the
correct indexation of Lookup Tables at the detection stage.

It has also been shown by means of simulations that the(CA-LT) detector is CFAR
with regards to both the shape and the scale parameters a; bð Þ.
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Abstract. A most critical factor that should be taken into consideration for a
successful implementation of Pol-InSAR parameter inversion is the temporal
baseline decorrelation, which are caused by changes within the scene occurring
in the time between acquisitions, especially in the case of repeat-pass space-
borne measurements.
Temporal decorrelation bias the volume decorrelation contribution and reduce

the reliability of estimated parameters. This paper try to examines and quantify
its effect with experimental methods over simulated forests data.

Keywords: PolInSAR � Polarimetric SAR interferometry � Inversion
RVoG � Temporal baseline

1 Introduction

The study of the vegetation in the context of diffusion modeling allows to relate the
observation to physical parameters of the medium.

A reliable forest parameter estimation depends on the ability to separate volume
from other scattering contributions and from physical phenomenal that can affect the
decorrelation.

The high sensitivity of the interferometric coherence behavior to the polarization
state [1, 2], and to the change occurring within the scene, persuade us to consider the
temporal changes which appear in stochastic form [3, 4], and cannot be modeled with
the required accuracy.

The amount of temporal decorrelation depends in one side, on the natural processes
occurring in the time between the interferometric acquisitions, such wind, moisture
content change, and anthropogenic pressure (e.g. population growth), and in another
side on the radar parameters (frequency, baseline..).

These aforementioned facts, leading to assess the impact of the estimated temporal
decorrelation levels on the performance of Pol-InSAR inversion techniques.
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In the first section of this paper, a brief review of the basic concepts of PolInSAR
(polarimetric SAR interferometry) is given, followed by second section in which we
attempt to describe the estimated temporal decorrelation behavior caused by two
principal factor, namely the wind and the moisture content change within the scene,
and finally some conclusions are drawn.

2 Basic Notions

2.1 The Interferometric Coherence

The Interferometric coherence measures the correlation between the radar signals
corresponding to complex SAR images viewed from close angles.

The strong reliance of the interferometric coherence behavior to the polarization
state can be exploited in inversion methods for estimation of forest parameters [5].

The complete information measured by the SAR system can be represented in form
of three 3 � 3 complex matrices T11½ �, T12½ �, and T22½ � formed using the outer products
of scattering vector from each antenna~kp1, and ~kp2 represented in Pauli basis as:

T11½ � ¼ ~kp1~k
�
p1

D E

T22½ � ¼ ~kp2~k�p2
D E

T12½ � ¼ ~kp1~k
�
p2

D E ð1Þ

T11½ �, and T22½ � are hermitian coherency matrices that describe the polarimetric prop-
erties for each acquisition separately, however, and T12½ � is a non-hermitian complex
matrix which contains the interferometric phase information [6].

By introducing two unity complex vectors ~x1, and ~x2 which may be interpreted as
generalized scattering mechanisms, we are able to generate two complex scalar images
Im1 and Im2 by projecting the scattering vectors ~kp1, and ~kp2 into this vectors, as:

Im1 ¼ ~x�T
1
~kp1 Im1 ¼ ~x�T

2
~kp2 ð2Þ

The interferogram related to the scattering mechanisms ~x1, and ~x2, is then given by:

Im1:Im1 ¼ ð~x�T
1
~kp1Þ ~x�T

2
~kp2

� ��T
¼ ~x�T

1 T12½ �~x2 ð3Þ

And the corresponding interferometric phase follow as:

/ ¼ argðIm1:Im1Þ ¼ argð~x�T
1 T12½ �~x2Þ ð4Þ
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Finally, a general expression for the complex interferometric coherence for an arbitrary
choice of scattering mechanisms ~x1, and ~x2, may be derived:

~c ¼ ~x�T
1 T12½ �~x2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~x�T

1 T11½ �~x1~x�T
2 T22½ �~x2

� �q ¼ cej/ ð5Þ

where c is the amplitude of the complex coherence ~c, and / is the interferogram phase.

3 The Sensitivity of the Coherence to the Polarization

The inversion of physical parameters of the volume, is based on the behavior of
interferometric coherence, since this latter is very sensitive to the change of polarization
states of the electromagnetic field [7].

In practice, and in order to develop the model, some assumptions has been pro-
posed in [7–9] for simplifying Eq. (5) as follows:

• The polarimetric information acquired from the two interferometric antennas are the
same, then T11½ � ¼ T22½ �.

• The two acquisitions are realized in similar conditions, so the projection vectors for
the two observations are equal.

So the interferometric coherence formula (5) can be expressed simpler as:

~c � ~x�T
1 T12½ �~x2

� �
~x�T

1 T11½ �~x1
� � ð6Þ

This last coherence formula has the same phase as (5) but less magnitude. In the
following we use (6) to indicate the complex coherence under the two conditions stated
above.

4 Temporal Baseline Effect on Parameter Inversion

4.1 Coherence Interpretation

The complex interferometric coherence ~c is an important tools used in Pol-InSAR
application for parameter estimation at different polarizations. As we aforementioned,
its depends on instrument and acquisition parameters as well as on dielectric and
structural parameters of scatterers. Thus, it could be composed into different decorre-
lation contributions [10] therefore it can be rewritten as:

~c ¼ ~ctmp~cSNR~csct ð7Þ

where is the decorrelation ~csct (or ~cvol in our case) reflects the phase stability of the
scatterer (i.e. volume) under the different incidence angles induced by the interfero-
metric baseline, ~ctmp is the temporal decorrelation caused by change occurring in time
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within the scene between acquisitions, and ~cSNR comprises decorrelation effects induced
by the non-ideal SAR system and preprocessing including contributions induced by
additive noise.

Volume decorrelation ~csct is directly linked to the vertical distribution of scatterers
F(z) through a (normalized) Fourier transformation relationship [3, 8]. A widely and
successfully used model for F(z) is the Random Volume over an impenetrable Ground.
It is a two layer model, composed by a vegetation layer (canopy + trucks) and a ground
component.

4.2 The Volume De-correlation Model

The vegetation layer is modelled as a layer of given thickness containing randomly
oriented particles characterized by scattering amplitude per unit volume. The volume
decorrelation caused by the vegetation layer only can be described as [9]:

~csct ¼ ~cvol ¼
Rhv
0 e

2rzz
cos hþ jkzzdz
Rhv
0 e

2rzz
cos h

ejkzz0 ð8Þ

where h is the incidence angle, r is a mean extinction coefficient [7, 9], and kz is the
effective vertical sensitivity factor which relates changes in terrain elevation (vegetation
height) to changes in interferometric phase. As such, it represents one of the essential
parameters for PolInSAR forest height inversion. kz is directly linked to the system
parameter as:

kz ¼ 4p
k sin h

Dh ¼ 4p
kR sin h

B? ð9Þ

where k is the radar wavelength, and Dh denotes the incidence angle difference
between the two interferometric antennas, B? is the perpendicular component of the
spatial baseline, and R the slant range distance.

In other way, if we suppose have two scatterers Sv and Sg received by two antennas,
master “m” and slave “s”. The interferometric coherence made through the coherent
summation of their coherences:

~c � Svm þ Sgm
� �

Svs þ Sgs
� ��� �

Svj j2 þ Sg
		 		2 � SvmSvsð Þ SgmSgs

� �� �
Svj j2 þ Sg

		 		2 ð10Þ

Under the assumption that the contributions Sv and Sv are not correlated:

Svk :Sgl
� � ¼ 0 ð11Þ
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The interferometric coherence of the sum of the two contributions can be expressed
in terms of interferometric coherence of these pure contributions ~cv and ~cg [7]:

~c ¼ ej/0
~cv þm wð Þ
1þm wð Þ

¼ ej/0 ~cv þ
m wð Þ

1þm wð Þ 1� ~cvð Þ

 � ð12Þ

where m(w) is the power ratio of these two contributions at polarisation w:

m ¼ ~cvj j2
~cg
		 		2 ð13Þ

One can fairly notice that (12) exhibit a straight line equation form, and the position

of the interferometric coherences ~cw on this segment, depends on l ¼ m wð Þ
1þm wð Þ.

The estimation problem can be resolved as follows:

• linear regression of ~cw in the complex plane
In Realistic case, and due to temporal decorrelation effect, the interferometric
coherence are distributed in a non-aligned manner. To remedy this problem, we
resort to minimizing the mean-square distance between the coherence loci and an
unknown line.

• Ground phase /0 determination
The backscattered energy of the bare surfaces is predominantly present in the co-
polar channels, and the HV channel contains essentially the contribution of canopy.
The interferometric coherence of ground, which is assumed equal to 1 ð~cg ¼ ej/0Þ is
then localized in the intersection of the regression line and trigonometric circle
farthest from the interferometric coherence associated to HV channel in the complex
plane, because this channel is characterized by the lowest ratio l among all
polarimetric channels.

• ~cv estimation
We make the assumption that the pure contribution of the canopy is measured for at
least one state of polarization. The interferometric coherence assumed to be that
from canopy, ~cv will logically be the highest phase centre relative to the ground, and
which therefore satisfy the condition max

w
arg ~cwð Þ � /0ð Þ. From the complex value

of ~cv we can deduce the height hv and the mean extinction coefficient r of waves in
the canopy by the relation given in Eq. (8).

However this model does not account for volume decorrelation which reduce in general
the correlation between the acquired images and lead to erroneous and/or biased
parameter estimates.
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5 Experimental Evaluation of ~ctmp

In repeat-pass Pol-InSAR system, temporal decorrelation cannot be neglected. It affects
in general both the volume layer and the underlying ground layer, in order to consider
those effect, [1] propose to rewrite (12) as:

~c ¼ ej/0
~cv~ctv þm wð Þ~ctg

1þm wð Þ

¼ ej/0 ~cv~ctv þ
m wð Þ~ctg
1þm wð Þ 1� ~cv~ctvð Þ


 � ð14Þ

~ctg represents the scalar correlation coefficient describing the temporal decorrelation of
the underlying surface scatterers, and ~ctv denotes the complex correlation coefficient
describing the temporal decorrelation of the volume layer. Thus, we got two additional
unknown parameters introduced by temporal baseline, which makes the problem
insoluble using a quad-polarization single baseline acquisition (three complex coher-
ences). One solution consist on using the experimental quantification of each effects
apart (Fig. 1).

This effect on the ground layer can arise from surface changes between the two
acquisitions, this result in complex plane by a shift in position of the volume coherence
ward the centre, but the phase centre remains unchanged as Fig. 2 show.

On the other hand, its effect on volume is more complex and critical due to its
susceptibility to wind which is nonstationary spatiotemporally even on very short time
and small spatial-scales. Thus, in this case, temporal decorrelation reduces the ampli-
tude of volume decorrelation and changes the effective phase centre depending on the
temporal structure function. In case of a constant temporal decorrelation function,
temporal decorrelation in volume becomes a scalar value as shown in Fig. 2.

Fig. 1. Coherence loci in RVoG model. Fig. 2. Effect of temporal decorrelation
over Coherence loci in RVoG models.
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When the temporal gap between the two acquisition is short enough, we can
assume that the ground properties still unchanged, and the dielectric properties of the
volume does not change. Thus, the most common temporal decorrelation in forests is
due to the motion in volume layer caused by the wind. In this case, the model with
temporal decorrelation contributions mentioned in (14) can be simplified as:

~c ¼ ej/0
~cv~ctv þm wð Þ
1þm wð Þ ð15Þ

The coherence contaminated by temporal decorrelation leads to overestimating of
forest height.

Figure 3 shows the height bias obtained by inverting (15) for different levels of ~ctv
as a function of forest height assuming a constant effective vertical wavenumber.

One can clearly see that the estimation biases are higher for low heights and that the
height error are greater for high temporal decorrelation ~ctv. It can be also noticed, that
even for low temporal decorrelation levels the height bias becomes critical for low
forest heights.

In Fig. 4, the Height bias induced by different levels of temporal decorrelation as a
function of vertical wavenumber kz (assuming a constant forest height h = 20 m). By
observing the curves, we can notice that the error become less critical by increasing the
wavenumber values.

Fig. 3. Height bias (overestimation) induced
by different levels of temporal baseline as a
function of forest heights assuming a constant
vertical wavenumber.

Fig. 4. Height bias (overestimation) induced
by different levels of temporal baseline as a
function of wavenumber for a constant forest
heights h = 20 m.
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By reference to (9), a valuable option to reduce the impact of this bias arise, wish is
to increase the vertical wavenumber by increasing the spatial baseline or the used radar
frequency [11]. This last solution is ruled by trade-off, because the frequency control
resolution and penetration depth. i.e. more the frequency is high, less is the penetration
depth which prevent the ground access [12], so the remained solution is the baseline
length.

6 Conclusion

In this paper, a critical natural parameters that can affect the inversion process are
analysed, namely the temporal decorrelation. These parameter can be divided into two
classes, namely long baseline in which the media are affected by dielectric change
caused by moisture content change with climate, growth cycle,… and short temporal
baseline class in which ground is assumed to be not affected, but wind induced
movement of unstable scatterers within canopy layer and subsequently decreases the
coherence.

Temporal decorrelation is always present (whatever the time interval between
acquisitions) for repeat-pass and introduces a height bias. The problem of inversion will
be not possible when temporal baseline became too long, because of the additional
number of unknowns.

When dealing with a constant forest height. A solution can be applied in order to
reduce the error rate caused by temporal baseline effect, is by increasing the
wavenumber values by varying some of the system parameters (i.e. radar frequency,
angle of view).
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Abstract. Communication systems require antennas with compact size, low cost
and losses, high gain and high efficiency. In order to realize a satisfactory antenna,
these requirements are needed to design a compact structure with longitudinal
radiation pattern. This antipodal antenna is combined with a waveguide integrated
into the substrate (Integrated Waveguide SIW substrate) to operate in the C-band
frequency. We analyze the behavior of the antenna arrays for different profiles in
order to clearly demonstrate the role played by the exponential factor. The anti‐
podal vivaldi antenna will be studied and simulated by the CST Micro Wave
Studio simulator.

Keywords: Antipodal antenna arrays · Vivaldi antenna · SIW technology
CST microwave studio

1 Introduction

The innovations continues to improve day by day and in particularly in the field of
telecommunications which are in a period of globalization. The field of telecommuni‐
cations is in perpetual evolution. Its main areas of investigation are mainly motivated
by an increasing need for data throughput, but is constrained by an increasingly busy
spectrum of frequencies. Antennas are omnipresent in our daily lives. The performance
race as the improvement of the characteristics of so-called Vivaldi antipodal antennas
and the modern needs of telecommunications (increased throughput) because the
antenna is an indispensable part of any wireless device. They are an engine for the
development of so-called Ultra Large Band (ULB) technologies, which have many
advantages and are used in a wide range of civil and military applications. Indeed, power
transmission lines at millimeter frequencies are the waveguides, appreciated for its low
losses of dissipation as well as for its electrical performances. They are the origin of the
design of a large number of microwave devices such as filters, transformers, adapters
and polarizers, often applied in space telecommunications, antennas and airborne radar
systems. However, they are cumbersome, costly to manufacture and their integration
with other planar circuits having a low quality factor. On the other hand, technological
developments in telecommunications and microwaves have for several years tended
towards the miniaturization of circuits, a reduction in costs, masses and losses in the
devices. Thus, SIW circuits present a new technology of replacement and at present
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subject of many topics of research with direct applications [1–5]. It is in this context that
the design and study of the Vivaldi antipodal antenna behavior in SIW technology
adapted to ULB systems are important because they must respond to each of the chal‐
lenges raised [6–17]. Thus, the antenna must exhibit an optimum efficiency and constant
characteristics over a very wide frequency band but keep a limited cost. In addition, of
course, there are the problems of integration and therefore the need to design a minimal
footprint structure without, however, degrading its performance.

The objective set in this paper is to participate in this research effort to master this
new SIW technology in order to design a Vivaldi antipodal antenna (Ultra Large Band
(ULB) with longitudinal radiation with good gain, presented in the S bands frequency
in SIW Technology for communication systems or network structure is of compact size
and low cost, exhibiting high gain, low losses and high efficiency.

Our goal is to explore the possibility of designing new very broadband antenna arrays
with a Vivaldi antipodal antenna in SIW technology, compact and agile in radiation.
The choice of the radiating element differs depending on the networking and the required
performance of radiation.

2 Proposed Antenna Geometry

A new Vivaldi antipodal antenna structure has been proposed consisting of two antipodal
exponential sections which form a fine aperture.

Along the outer edges of the regular antenna of the comb-like undulations are cut
into the upper part of metalized and lower layers. These last two layers will be separated
by a “substrate” dielectric of a certain thickness and of course the whole will be powered
by a SIW guide in order to have a directional and high gain antenna. As illustrated in
the following Fig. 1.

Fig. 1. The AVA antenna structure.

The choice of the dielectric substrate plays an important role in design and simula‐
tion. The substrate parameters are: εr = 4.3, h = 1.54 mm and tg∂ = 0.018. The design
parameters were studied only with regard to the shape and size of the antenna and not
the parameters of the substrate. The SIW waveguide is used to power the AVA, which
is the feeding technique that ensures minimum loss. The characteristic of SIW loss is
an order of magnitude better than microstrip. Using the standard waveguide equations,
the SIW operates in the band C frequency range [4–8 GHz], the cut-off frequency of the
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SIW circuit fc = 5 GHz for the TE10 mode with the previous parameters. To ensure a
perfect connection between the SIW and coaxial probe port of 50 Ω to have a better
adaptation, the AVA taper as shown in Fig. 2 is characterized by W1 = 3 mm and
W2 = 18.8 mm and L1 = 18 mm and L2 = 2 mm and m = 2 mm are the parameters used
for the simulation operating in the C [4–8 GHz] band. The antipodal Vivaldi antenna is
characterized by certain parameters which will facilitate the design task and make it
more organized to have good results. The parameters required for antenna design are as
follows:

The antenna input width, labeled “W”, “W” antenna output, “La” means antenna
length, substrate thickness “h” and a spacing denoted “n” between the undulations. The
corrugation width “s”.

The antenna geometry SIW parameters associated as well as typing and the substrate
used were determined we arrive at the final structure of an antipodal Vivaldi antenna
based on the SIW technology presented in the following figure.

Fig. 2. AVA settings.

In our work, we begin by making a parametric study of the antipodal Vivaldi antenna
by seeing the influence of the profile; of the SIW parameters and the antenna parameters
on the variations of the reflection coefficient S11 as a function of the frequency, and then
the antenna proper is designed. The antenna AVA is operational in the C-band [4–
8 GHz].

3 Parametric Study

We keep the same parameters and characteristics of the substrate used in the basic
structure.

To ensure the proper transition between the power supply line and the radiating
element two essential factors will be studied: “W1”, “L1” and “W” antenna opening to
have a directional antenna. We varied the “W1” in the interval 2 to 6 mm with a pitch
of 0.5 and we obtained 5 mm as an optimized value. Then L1 in the interval 1 to 10 mm
and the best value was 2 mm. And finally, we study the influence of the antenna length
La in the range 10 to 18 mm. We find that the optimized value is 18 mm. The value of
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La varies automatically W the antenna aperture also varies, they are inversely propor‐
tional. Figure 3 shows the good variations for the reflection coefficient S11 as a function
of the frequency under the simulation tool CST.

Fig. 3. Reflection coefficient S11 as a function of frequency.

The best result after this parametric study is the graph plotted in blue which shows
that the structure is perfectly adapted; we see several peaks lower than −20 dB, a very
wide bandwidth from 4.9 GHz to 9 GHz. It is the optimal structure.

4 Optimized AVA Antenna

The previous section on the Vivaldi antipodal antenna in SIW technology highlighted
the role of the critical parameters on the different antenna characteristics; we can deduce
an optimized AVA antenna with SIW technology in the operating frequency band [4–
8 GHz], with adaptation levels that remain below −10 dB. The following parameters of
the optimized antipodal Vivaldi antenna: La = 80 mm, W = 19.8 mm, W′ = 21.8 mm,
n = 2, s = 2 mm. After this optimization we get the Vivaldi antipodal antenna in SIW
technology optimized as shown in the Fig. 4 below:

Fig. 4. View of the AVA antenna face under CST.
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The plots of the reflection coefficients S11 measured in decibels as a function of the
frequencies GHz are illustrated in Fig. 5.

Fig. 5. Simulation result of the reflection coefficient S11 of the optimized structure.

The simulation result obtained for the variations of the reflection coefficient S11 as
a function of the frequency with the optimized values of the various parameters. At
frequency 4.76 GHz the S11 reached the value −28.374 dB, −23.725 dB for a frequency
8.496 GHz and a third peak equal to −20.141 dB for frequency 5.954 GHz, there are
also other lower peaks of −10 dB, it proves to have that we have a very wide band from
4.77 to 8 GHz with excellent adaptation and high radiant power.

Respectively, the figures illustrate the distribution of the electric field in the antenna
for the frequency 7.15 GHz.

Figure 6 shows the phenomenon of distribution of the electric field for the TE10
guided mode in the SIW guide and the antipodal Vivaldi antenna. We notice that the
field is well located by two rows of metal vias for the SIW guide and well delimited by
the exponential shape and the undulations of the walls of the antenna AVA, it means
that the structure radiates perfectly. We present respectively in Fig. 7 the radiation
pattern for the frequency 7.152 GHz.

Fig. 6. Electric field distribution in the AVA for different instances.
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Fig. 7. Antenna radiation patters of the AVA antenna.

According to Fig. 7, we observe that the simulated gain for the 7.152 GHz frequency
is 0.776 dBi, the maximum directivity is 2.59 dB with an aperture angle of 3 dB of 65.2°
and the angle of the main lobe direction 90°. The main lobe is of the order of −1.5 dB.
It is then pointed out that the antipodal Vivaldi antenna has longitudinal directional
radiation in the chosen frequency. Directional radiation is highly recommended in
microwave Imaging, communication and detection.

5 1 × 4 AVA Antennas Array

For this application, we keep the same parameters of the structure but we approach the
radiating elements to see the influence of the spacing between the antennas on the
network radiation diagram. We will try to design an array consisting of four Vivaldi
antipodal antennas operating at the interval [4–8 GHz] at the base of SIW technology
in Y configuration. The array is powered by a 50 Ω microstrip line operating in the C-
band simulated under the CST environment. The power is distributed to different
antennas via a power divider which has an input and 4 radiating elements at the output.
The radiating elements are positioned periodically to avoid inter-element coupling. The
plot of reflection coefficients S11 for the 1 × 4 antenna array in the frequency band 4 to
8 GHz is depicted in the Fig. 8.

Figure 9 shows that there are three resonant frequencies in the frequency range from
4 to 7 GHz. A good adaptation is observed at the frequency 6.684 GHz. The reflected
powers are −22.077 dB and both remain below −10 dB. We can therefore evaluate the
radiation performance of this array.
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Fig. 9. Reflection coefficient S11 of the 1 × 4 AVA antennas array.

We illustrate in Fig. 10, the distribution of the electric field in contour on the 1 × 4
AVA antennas array in SIW for f = 5.92 GHz.

The figure below shows the radiation pattern in 3D and 2D patterns. Figure 11
illustrates the radiation pattern for the frequency 6.536 GHz. The maximum directivity
is 7.95 dB and the aperture angle (3 dB) = 28.6°. The increase in directivity and the
decrease in the angle of aperture are clearly visible on these results.

Fig. 8. Front view the 1 × 4 AVA antennas array.
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Fig. 11. Radiation patterns for 1 × 4 AVA antennas array at the frequency f = 6.53 GHz.

It can also be seen from Fig. 11 that the array radiates in the direction normal to the
longitudinal axis and the radiation is more directional with very weak secondary lobes.
This structure is highly recommended for directional longitudinal radiation for short-
range detection and microwave imaging.

6 Conclusion

At the beginning of our study, we presented an antenna belonging to two different
categories of ULB antennas, the Vivaldi antipodal antenna and two 1 × 4 AVA
antenna arrays. This study made it possible to demonstrate the role of the critical
parameters of these two antennas on their performances and thus to design antennas

Fig. 10. E-field distribution under CST for f = 5.92 GHz.
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operating in the frequency band [4–8 GHz]. For the antenna Vivaldi antipodal,
among the most important factors for these antennas is the exponential profile. By
using the optimized AVA antenna with a SIW power divider operating in the C band
at the first time, a configuration of an AVA 1 × 4 antennas array was made. The
results obtained are very interesting with regard to bandwidth and adaptation and
show the value of using Vivaldi antennas for communications applications and in the
medical field and imaging and radar detection.
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