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Preface

ADS (Autonomous Decentralized System) concept proposed in 1977 has been
progressed and advanced in technologies of control, communication and computer
in these 40 years. Their technologies have been continuously applied to the various
‘Engineering’ fields such as manufacturing, transportation, utility and information.
These applications in the real world have been operated well, and they show the
effectiveness of the ADS systems.

The book on the ADS published by John Wily & Sons, Inc. in 2014 with the
tittle ‘Concept-Oriented Research and Development in Information Technology’ is
focused on the concept-oriented design, technology and application. It is stressed in
this book that the consistent and persistent innovation is achieved on the basic
unchanged concept such as the ADS, and then the chain of technologies and mar-
kets is attained. Otherwise, only one innovation of technology often remains as a
spur-of-the-moment casual idea.

Recently around 2010, we have been confronted in the world with the structural
changes of socio-economic fields in society of declining birth rate and aging, econ-
omy of globalization and value of diversified personal life-style. These structural
changes have been accelerated through the mutually and globally connected net-
works. Here, these structural changes are progressed more in system of systems with
multiple heterogeneous systems in objectives and functions than by single system
with multiple homogeneous subsystems. The new technology is driven to be evolved
under the socio-economic changing situations, and its technology offers to support
the structural change. The mutual and close relation between socio-economic struc-
tural change and technology are now driving to achieve the innovation in life. Con-
ventionally, the technology has the stronger leverage in the innovation, but now
the structural change in society and life is pushing more and more to encourage the
innovation. But in the unpredictable situation in technology, society and business, the
research and development of technology may be the tentative approach. The sustain-
ability in society and technology cannot be attained without their concept. The ADS
approach includes viewpoints both of technologies for society and of society through
technology.

In the technology fields of the ADS, they cover control, computer, commu-
nication and internet to cloud, IoT (Internet of Things) and AI. Moreover the fusion
of these technologies can be created on the basis of the ADS system architecture, in
which the ADS system is well designed to combine the autonomous technologies of
communication, processing, filing and utilization of knowledge.



In the business fields of the ADS, the engineering products have been rapidly
commoditized under the global competition. The competitiveness in the business
is gradually shifted from the product to service. Especially the infrastructure
system continues its operation during a long period of 20–40 years. In this period,
the system is requested and responsible for continuing its operation and main-
tenance and customers’ life service, and then the service and its technology have
been gradually and highly competitive in business. The service system area of the
ADS research and development covers the infrastructures of train, air traffic,
robotics, ticketing service, smart city, smart society and banking. The ADS has
been recently accelerated to be recognized and evaluated as a primary concept
and technologies not only in engineering but also in service, especially for
infrastructure.

I proposed the ADS concept 40 years ago in 1977 through biological mimic.
Molecular biology’s viewpoint is that living thing is composed of uniform cells,
each of which includes intelligence of DNA (deoxyribonucleic acid). In the living
thing, the body is defined as the integration of the cells and it includes the
‘Abnormality’, that is, it almost anytime includes the incomplete cells, but it
continues to live. On the analogy of the living thing, the ADS is defined as the
integration of the autonomous subsystems. The basic standpoint of the ADS is that,
as well as the living thing, system integrated by physical and logical subsystems
includes the ‘Abnormality’ in the system and almost anytime it includes the inop-
erative subsystems with failure, under construction and in repair. Each of the
subsystems has its own objective and function and their integration makes a system.
The totality of the system cannot be previously defined, and the system exists in the
process of integration. The autonomy is defined by two properties of autonomous
controllability and autonomous coordinability. Two properties mean that even if
any subsystem fails down or is inactive, any other subsystem continues to control
itself and coordinate with the remaining subsystems.

That is, the ADS is a decentralized system composed of components designed
to operate independently but also to interact with each other to perform the func-
tions of the system. This design paradigm enables the system to continue working
even if any component fails. It also allows for maintenance and repair of compo-
nents while the system as a whole remains operational. In a large and complex
system, such as an infrastructure system, it is not an option to stop operation at any
time. Even if a part of the system fails, is being repaired or in maintenance, the
system has to keep functioning. This results in requirements of on-line properties
for fault-tolerance, on-line expansion and on-line maintenance. Then the ADS
design of system is an approach of bottom-up where at first subsystem is clarified
and system is successively constructed by integrating subsystems.

It is difficult to satisfy these on-line properties requirements by conventional
technologies based on the centralized, hierarchical and functionally distributed sys-
tems concept. Dynamic and unpredictable changes in social and economic situations
demand next-generation systems to be based on adaptive and reusable technologies
and applications. Such systems are expected to have the characteristics of living
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systems composed of largely autonomous and decentralized components. Thus, ADS
technology is an answer.

The ADS has been persistently advanced in cooperation with the international
group including industries, universities and public sectors, most of which have been
actively involved in the research and development through IEEE-sponsored interna-
tional conference: ISADS (International Symposium on Autonomous Decentralized
Systems) founded in 1993. This book, ‘Autonomous Decentralized Systems and their
Applications in Transport and Infrastructure’, is contributed by these ISADS mem-
bers. It is organized in four parts.

Part 1: Introduction – Paradigm shift by ADS:

● In ADS concept, at first, subsystem exists and its integration makes system.
It has the proposition that almost anytime system includes abnormality, but it
remains operational against abnormal subsystem.

● Architecture of ADS consists of subsystems and communication field with
which subsystems are connected, and then they autonomously select to receive
necessary data, process it and send out processed data. During these processes,
subsystem judges by itself to control itself and coordinate with others.

Part 2: Infrastructure – Infrastructure of engineering systems of railway, air-
traffic, manufacturing:

● Railway system assures its operation without stopping during partial failure,
expansion and maintenance, and flexible schedule of transportation is arranged
in delayed and emergency situations.

● Air-traffic system is guaranteed to avoid collision of flights in the sky and at
airport under congested situations.

● Manufacturing system for various kinds and quantities on basis of customer
and market-demand is realized, and flexible schedule of production is realized.

Part 3: Life – Ticketing service, robotic service, information service, social
service:

● Ticketing service of railway controls gates for guaranteeing fluidity of pas-
sengers in walking pace of 0.2 sec passing through entrance/exit gates of
station at rush-hours congestion to check passenger-card and calculate com-
plex transport fare.

● Robotic behaviour is supported by its autonomy under cloud computing.
● Information service for passenger of railway is to provide in real-time con-

gested traffic situation and detour information.
● Social service for residents is discussed to achieve resilience under emergence

situation.

Part 4: Business – Blockchain, bank, railway service, smart system:

● Blockchain is utilized as distributed autonomous ledger technology for cryp-
tocurrency and other application fields.

Preface xvii



● Distributed clouds system guarantees fault tolerance, expandability and
maintainability as levels of customer preferences and access of data.

● Banking systems are globally connected for achieving real-time and mission-
critical services.

● Train operation services include vertical integration of maintenance and opera-
tion and passenger and society services for improving their quality of life.

● Smart system such as Smart city, Industrial 4.0/Industrial Internet and cyber-
physical systems for the future include problems not only of technical matters
but also of governance, design of security and of business models.

4/17/2018
Kinji Mori

Waseda University
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Part 1

Introduction

Overview

With the advancement of science and technology, the rapid and continuous changes
in the social and economic environment have been affecting the life and business
on a global scale. On the other hand, changing and unpredictable society and
economy accelerate to make new needs of the human lives. As information can be
easily shared through networks, such as the Internet, the needs of people and
societies are quickly and globally influenced and changed by this information.
Even if they share information, their needs are not unified. As shared information
increases, their needs are diversified and change quickly. Therefore, with the rapid
progress in the construction of the information society, it becomes more difficult to
predict the changes, spreading speed and impacts of innovations in the market.

A changing society stimulates change in users’ needs, and society changes due
to these needs; therefore, sustainability is necessary. Sustainable technological
innovation is inevitable for adapting to changing society. As an example, in this
part of the book, we will introduce the concept of autonomous decentralized
systems (ADS) and its paradigm shift of research and development (R&D) for
information technology under changing and unpredictable market.

Since the concept of ADS was proposed in 1977, ADS R&D has been con-
sistent for creating innovative technologies and developing new applications. As a
result, a chain of technologies and applications is consistently generated with this
concept [1]. The ADS concept-oriented technologies and innovative applications
have been expanded in the fields of not only control systems but also information
systems [2]. For example, the Japanese ‘‘Shinkansen bullet train’s’’ (high-speed
railway) control system, ‘‘autonomous decentralized transport operation control
system’’ for the Tokyo metropolitan railway system, steel production process
control system for Kawasaki Steel Corporation, ‘‘Suica’’ IC-Card system for not
only fare collection by Japan Railway East and private railways but also for
e-commerce, and many other industrial automation systems, which are among the
largest industrial facilities in the world, were constructed using the ADS archi-
tecture and technologies. In these applications, ADS improved life-cycle cost,
efficiency, software productivity, resilience, and sustainability. The sales volume
due to ADS has surged to 5 billion US dollars, and over 350 patents have been
registered internationally.
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ADS technologies have been accepted as the de facto standard in consortiums
such as the ‘‘Open DeviceNet Vendors Association,’’ ‘‘Object Management
Group,’’ and Japanese ‘‘Building Automation Systems Association’’ [3–5]. More-
over, this concept and the resulting technologies and applications have been
discussed at the ‘‘International Symposium on Autonomous Decentralized Sys-
tems’’ founded in 1993, sponsored by the Institute of Electrical and Electronics
Engineers and the three Japanese societies, Institute of Electronics, Information and
Communication Engineers Society, Japan; Information Processing Society, Japan;
and Society of Instrument and Control Engineers, Japan. Several international
workshops on ADS have been founded in Asia.

‘‘The technologies and real applications’’ based on this concept and ‘‘the
openness and standardization’’ are shown for every 5 years for 35 years since 1977
in Figure P1.1. From this figure, we can see that the paradigm shift of ADS
concept-oriented approach for sustainable technological innovation was clearly
achieved. In this book, not only ADS-based technological innovation in the railway
system but also ADS concept-oriented new applications for value creation in
different fields will be introduced.
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Chapter 1

Autonomous decentralized systems
and its paradigm shift

Kinji Mori1 and Xiaodong Lu2

Abstract

The advancement of technology is ensured by step-by-step innovation and its imple-
mentation into society. Autonomous decentralized systems (ADSs) have been growing
since first proposed in 1977 by Kinji Mori, and then the ADS technologies and their
implementations have interacted with the evolving markets, sciences, and technolo-
gies. The ADS concept is proposed on biological analogy, and its technologies have
been advanced according to changing and expanding requirements. These technologies
are now categorized into three generations for different missions according to the
heterogeneous requirements of customers and systems. These technologies have been
widely applied in manufacturing, telecommunications, information provision/utiliza-
tion, transportation, and so on. They have been operating successfully throughout the
world. The paradigm shift of ADS technologies is shown in this chapter.

1.1 Background and requirements

As computing and communication resources have been gradually decreasing in
cost, they have been widely applied and their roles in society and business have
become more important. Moreover, according to the continuous growth of practical
applications and large-scale networking of systems, systems have expanded and
become increasingly complicated. In large and complex systems, such as railway,
factory automation, steel plant, financial/stock, and wide-area information com-
munication, it is not permitted to stop operation at any time. Therefore, replacing an
entire system at once is impossible; and thus, step-by-step construction without
stopping operation is required and its system property is called ‘‘on-line expand-
ability.’’ Even if part of the system fails or needs to be repaired, the application has
to keep functioning; these properties are called ‘‘fault tolerance’’ and ‘‘on-line
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maintenance.’’ Less restriction on computing and communication resources results
in more requirements for ‘‘on-line properties’’ of on-line expansion, fault-tolerance,
and on-line maintenance (Figure 1.1) [1].

Conventional computing technologies have been developed under a cen-
tralized system concept. Even hierarchical and functionally distributed systems are
based on the centralized system concept with the viewpoint that the total system
structure and functions have to be determined in advance [2–9]. This viewpoint
itself is inconsistent with the system; the structure and the functions change con-
tinuously in the system, although the hardware and software structures are fixed
and have little flexibility.

Many application systems have confronted with the changing situations. In the
manufacturing systems, the multi-kinds and few quantity productions driven by
the customers’ demands have been gradually required rather than the few kinds and
large quantity production on the basis of the schedule. It is so much difficult to predict
the customers’ requirements and to make the long and middle-term production sche-
dule. The production processes have to be quickly modified and expanded according
to the frequent change of products. Then, the organization for the production has been
restructured to make the boundary of the departments of the management in the office
and of the operation in the production process vague and partially vanished. The
integration of the control system for the facilities in the production process and the
information system for the management at the office make it possible for the pro-
duction line engineers to have the flexible, adaptive and quick decision, control, and
management by grasping the real situation in the production process and utilizing the
management information at the production line instead of at the office. Then, the
integrated control and information systems can improve the utilization of the human
resources especially in the office because the short-term flexible management jobs can
be placed under the production line engineers. While the office workers can also easily
grasp the current process state and use its information for sales. Therefore, the assur-
ance property is crucial for the manufacturing system under the changing markets.

Figure 1.1 Background and needs
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In the train systems, recently, the service-oriented train regulation has been
required as well as the safety and punctuality. The highly reliable, fault-tolerant, and
real-time computing systems have been applied in these 30 years. As the competition
among transportation becomes severe, the more services have been provided for the
passengers to supply the train tracking information and to guide them the appropriate
routes. When the information on the current sales, accidents, and congestion is
received, the train schedule is rearranged, and the trains are regulated. The operation
time of trains has been extended for almost 24 h, and then the test and repair of the
facilities have to be performed during the train operation. Conventionally, the control
system for the facilities with real-time and reliability properties and the information
system with high throughout property have been constructed independently. But now,
these two types of application systems need to be integrated to meet the service-
oriented train regulation. The operation for the control system is permitted only to the
licensee, but the information system can be easily handled by anybody. Therefore,
the train application system is required to satisfy the high assurance property, while
preserving the respective properties of control and information systems.

In the telecommunication systems, the highly reliable and fault tolerant net-
works and their management systems have been developed. Recently, the new
services for multimedia, connection, quality, database, and so on have been added
and modified day by day. Moreover, some services are customized according to
their individual utilization and contents. The networks themselves have been con-
tinuously extended. The network management and the service management cannot
be designed independently. Under these changing situations of the networks and the
services, the assurance of the telecommunication system has been pursued.

To achieve the abovementioned on-line properties and high assurance in a
changing system, the autonomous decentralized system (ADS) concept and its
architecture was proposed in 1977 on the basis of a biological analogy [10–12].
Since then, the ADS concept has been applied to various technology fields such
as networks, communications, multi-computers, software, control, and robotics. Its
architecture and technologies have also been developed and applied in many fields
such as factory automation, transportation, information systems, telecommunica-
tions, and e-commerce [13–27]. Over the past 35 years, the market and user needs
have changed and diversified. At the same time, ADS technologies have also
advanced according to these evolving situations [1,32,33,39].

1.2 The concept of ADS

1.2.1 Biological analogy
Organisms operate effectively by virtue of their biological functions. The biological
system can be understood from two standpoints, cell and organ (Figure 1.2) [1,29].

In an organism, each cell has intrinsic information called DNA, which is uni-
form in structure. The fundamental functions of a cell, such as metabolism, growth,
and immunity, are attained using the local information surrounding it. No dominant
cell exists and there is no master–slave relationship. These characteristics of
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uniformity, locality, and equality make it possible for organisms to survive. The
functions of metabolism, growth, and immunity refer to the on-line properties of
fault tolerance, on-line expansion, and on-line maintenance of a system.

The system of organism is based on a cell, and the cells are homogeneous in
structure with same DNA, function without dominant cell and information on each
surroundings. The organism consists of homogeneous cells. When an organ cannot
adapt to the rapidly and largely changing environment internally and externally,
homeostasis for stabilizing the biological system consisting of organs is achieved
through cooperation among cells without mutually violating their functions.
Therefore, the functionality of the system is ensured.

The totality of organ’s structure and objectives cannot be defined. In the
growth process, an organ is gradually formed from the integration of homogeneous
cells performing their heterogeneous functions by linking with other organs for
adapting to the environment through cooperation, ensuring the agility of the sys-
tem. When a cell malfunctions or cannot use its function effectively, another cell
takes on its functions, that is, the functions in a living system are mobile. Cells are
autonomous in communication among appropriate cells and in functioning to
achieve the abovementioned on-line properties.

1.2.2 Concept
Opportunities and challenges for creating highly complex, efficient, and dependable
business-and-control systems are steadily increasing. They are driven by continuous
growth in the power, intelligence, adaptability, and openness of technologies applied
in computing, communication, and control systems. Dynamic changes in social and
economic situations demand that next-generation systems be based on adaptive
and reusable technologies and applications. Such systems are expected to exhibit the
characteristics of living systems composed of largely autonomous and decentralized

Figure 1.2 Biological analogy
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components. Such systems are called ADSs. As shown in Figure 1.3, such a system
is characterized by the following two standpoints:

1. In the system, being faulty is normal (abnormal condition is normal)
In the conventional system, if some components are failure or during con-
struction or maintenance, the system changes from the normal to abnormal
mode. However, for the living body, it is always changing and growing without
stopping. And the metabolism of the cell and the growth of the organ are
normal conditions. As a result, to achieve on-line property, in the ADS con-
cept, the abnormal conditions in the conventional system are normal.

2. The system is the result of the integration of subsystems
For conventional system construction, the structure and functions of whole
system should be previously defined. However, with the scale of the system
becoming larger and the functions of the system becoming more complex, it is
difficult to clarify and define the structure of the entire system at beginning.
Moreover, for the living body, with unstopping growth, we cannot define the
final state and structure of the body from the start. Therefore, in the ADS
concept, the objectives, structure, and functions of each subsystem can be
clearly defined, and a system is the integration of subsystems.

The objective of the ADS concept is to achieve on-line property. From the
abovementioned two standpoints, a system is defined as an ADS if the following
two properties are satisfied:

1. Autonomous controllability: Even if any subsystem fails, is repaired, and/or is
newly added, the other subsystems can continue to manage themselves and
function.

2. Autonomous coordinability: Even if any subsystem fails, is repaired, and/or is
newly added, the other subsystems can coordinate their individual objectives
among themselves and can function in a coordinated fashion.

These two properties ensure the on-line properties of fault tolerance, on-line main-
tenance, and on-line expansion. They suggest that every ‘‘autonomous’’ subsystem

Figure 1.3 Concept of ADS
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requires intelligence to manage itself without directing to or being directed from the
other subsystems, and to coordinate with the other subsystems [10,12].

An ADS is possible with autonomous controllability and autonomous coor-
dinability; therefore, each subsystem is required to satisfy the following three
conditions (Figure 1.2):

1. Uniformity (in structure): Each subsystem is uniform in structure and self-
contained; therefore, it manages itself and coordinates with others.

2. Locality (in information): Each subsystem manages itself and coordinates with
others based only on local information.

3. Equality (in function): Each subsystem is equal in function. No master–slave
relationship exists.

These three conditions are completely different from centralized system concept.
In the centralized system concept, such as mainframe-based system, the totality of
system needs to be predetermined. If there is any fault in the mainframe computer,
the operation of the total system will be stopped. To prevent the whole system from
stopping, many fault avoidance technologies have been applied.

In the hierarchical system, some functions of the central or upper-layer com-
puter are located in the lower-layer computers. If the computer in the upper layer
is down, the computers in the lower layer cannot continue to provide functions
without instructions. In the functional distributed system, the functions of the sys-
tem are divided and provided by the different subsystems. In the system, specific
master or coordinator subsystem has to get the global information on the entire
system to manage or coordinate all other subsystems. The hierarchical system and
functional distributed system concepts are formulated from the same conditions at
the centralized system concept:

1. Multiformity (in structure)
2. Globality (in information)
3. Inequality (in function)

1.3 System architecture

1.3.1 Data field architecture
An ADS is possible based on ‘‘data-field (DF)’’ architecture without any central
operator or coordinator. The DF architecture is composed of two technologies: content-
code communication for autonomous coordinability and data-driven mechanism for
autonomous controllability [11,12]. As shown in Figure 1.4, each subsystem has its own
management system, namely, an ‘‘autonomous control processor (ACP)’’ to manage
itself and coordinate with others. Each subsystem, called an ‘‘atom,’’ consists of
application software modules and an ACP. The DF in the atom is called the ‘‘atom DF.’’

Physically, the DF corresponds to the network or the memory, and the atom is
the computer unit. In the network, the broadcasted message is physically deleted by
its originating subsystem or the terminator in the network after the message is
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transmitted over the entire system. When the DF corresponds to the memory, the
first-in–first-out type memory is used, and the message in the memory can be
deleted after all subsystems check to accept it or not.

1.3.2 Content code communication
All subsystems are uniformly connected only through the DF with a uniform
interface; all data are broadcast into the DF as messages (Figure 1.4). An individual
datum includes a content code defined uniquely by content. A subsystem autono-
mously selects to receive a message based on its content code (content-code
communication). Each subsystem is not directed to receive the data by the sender
specifying the receiver’s address. This content-code communication enables each
subsystem to be autonomous in sending and receiving data, that is, no master–slave
relationship exists and equality among subsystem is attained. That is, each sub-
system need not to detect the relationship among the sources and destinations but
must specify the contents codes necessary for the application modules in the sub-
system to process their attached data. This feature of content-code communication
ensures the locality of information, which is necessary for each subsystem to
coordinate with the others; thus, autonomous coordinability is achieved.

In the conventional systems applied in peer-to-peer (P2P) communication, the
number of messages grows with increasing receivers. However, under DF archi-
tecture, all nodes in one communication can receive the broadcast message. Com-
pared to the P2P communication, the number of messages can be reduced in the
condition of multiple receivers. With the increase of subsystems and communica-
tion traffic, the system can be divided into small DF structures.

1.3.3 Data-driven mechanism
Each application software functional module in a subsystem starts performing after
either all necessary data (AND execution) or its part (OR execution) are received

Figure 1.4 Data field architecture
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(data-driven mechanism) [11,12]. This mechanism loosely couples modules. Each
subsystem autonomously determines and controls its own action. Required content
codes (CC1, CC2, etc.) for application software functional modules (M1, M2, etc.)
are preregistered in the executive management system ACP, which can dynami-
cally and autonomously assign necessary content codes in accordance with the
situation in the system. The subsystem does not need to inform other subsystems if
the content codes assigned to the ACP are changed. Every ACP has functions for
autonomously managing the data, checking the data, and supporting the test and
diagnosis. The function of the application software module is characterized by the
relationship between the content codes of the input and output data (Figure 1.5).
Therefore, autonomous controllability is achieved.

In a conventional system, data-flow architecture is based on a centralized
controller, such as a distribution network. The sequence and time of software
execution are determined ahead of time. In ADS, each subsystem autonomously
implements the software according to the content-code data in the DF.

Even in the client-server model, the client and server subsystems are autono-
mous, and they need not know the relation between them. The relationship between
them can be defined by the data. In an application software module, all required
content codes cannot be previously specified but during the operation. When the
required data for the application software module becomes clear during its opera-
tion, the application software module in the subsystem (client) needs to request the
data with the content code to the other subsystems (servers), and it has to wait to
restart its execution until the required data, which is sent out from the servers into
the DF, can be obtained. The application software module in the client registers the
required content codes into its ACP as soon as they are specified on the way of the
processing.

The module in the server is driven by the data which is broadcasted from the
application software module in the client. The application software module in the

Figure 1.5 Data-driven mechanism
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client can restart its execution when the required data broadcasted from the servers
is received from the DF (Figure 1.5).

1.3.4 Software productivity
The data-driven mechanism need not have the linkage with the other modules. The
application software module is completely encapsulated by the input and output
data only via DF and it has not any direct relation with the other modules [11].

These characteristics of the software make it possible to produce the applica-
tion software module independently of the other modules. This distributed software
development can contribute to improve the productivity especially for the software
design and test. The software development support tool is called ‘‘ATP (autono-
mous terminal processor).’’ The ATP has the following five functions: the data
formatting, data flow generation and flow correctness check, module integration/
division assistance, remote loading, and fault-propagation check to interactively
support the software designer.

The first function of the ATP is to support to make the data format for each
content code. In one data, there may be several data items. If the data of the content
code includes many data items, the application software module has to delete most
of the data items except the necessary data items in the received data. While the
data contains small data items, the application software module needs to receive
several messages for its execution. But the data format for the content code is
basically determined by the application user as whether the content code corre-
sponds to a meaningful group of data items for application.

The second function of the ATP is to generate the data flow among the
application software modules. Each application module is defined by the relation of
the input and output data through the DF and it can be developed independently of
the others. The ATP can make the relation among the application software modules
based on the input and output data. In this data flow generation process, the ATP
can detect the incorrectness of the flow. It means that the input data necessary for
some module will not be generated by any other module. Moreover, the ATP can
check an infinite loop that may exist among the application software modules.

As the third function, the ATP assists whether some application software mod-
ules would be preferably integrated into one or an application software module would
be divided into several. When the output data from one application software
module is used by some specific application software module but not by the others,
the application software module may be integrated with this specific application
software module. If the application software module produces many kinds of the
output content codes, it may be divided into several modules, each of which will be
some kinds of the output content codes.

The rest of the ATP functions are the remote loading of the application soft-
ware module and the fault propagation check. When the application software
module sending out from the ATP attaches its corresponding content code, it can be
selectively received to store by the necessary atoms. The data-flow model gener-
ated by the ATP can be easily utilized to detect the propagation flow of the fault
caused by an application software module. Based on this analysis of the data flow,
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the modules on the critical path of the data flow may be better to be replicated to
attain the fault tolerance.

1.3.5 Agility
In the conventional applications, the relationship among the systems is assumed to be
fixed. But the agility is achieved by varying the relation among the systems. For
example, in the information service application systems, the number of the service
providers increases day by day. The preferences of the users vary person to person
and they change day by day. Under these situations, the relationship among the users
and the service providers should be flexible without restricting the coverage of
communication and cooperation among the systems. But as the coverage expands,
the risk of getting the inappropriate data increases and then the response becomes
low. In the industry field, the systems for manufacturing, sales, logistics, and so on
have been gradually connected to promptly respond to the user’s requirements. But it
is meaningless to combine them beyond the appropriate coverage. The technology
for agility is how to manage and to change the linkage among the systems according
to the situations.

Here, each subsystem utilizes content-code communications for establishing the
flexible linkage under the evolutionary situations. The mechanism for the agility of the
relationship among the systems includes the functions of the mutual content among
the systems and of adjusting the other relationship. This mechanism is different from
the conventional name server for connecting the links by the addresses, which is
independent to the user’s preferences, between the senders (users) and the receivers
(service providers).

1.3.6 Mobility
In the conventional applications, the functionality of the system is assumed to be
fixed. But the functionality is preferred to be performed at the suitable system for the
prompt provision of the services and for the reduction of the communication among
the several systems. Under the changing situation, it is requested for the mobility of
the functionality that the system utilizing the functionality need not know which
system originally generates it and whether the other systems are utilizing it. As well
as the data in the DF, the functionality itself with it corresponding content code can
move around the systems as the mobile agent and each system can accept the agent
according to its situation based on the content code. Then the system can emerge the
function transferred by the agent. This is a technology of mobility.

The agent has to have the autonomous navigation mechanism to select the
route in the network to reach at the appropriate systems. The cooperation among
the agents and among the agent and the system is necessary for this navigation.
Each system should communicate with the agent for its navigation to inform the
situation around it.

The systems have the heterogeneous information. The agent can utilize it being
stored in the different systems, which may not be most appropriate for the agent.
But under this heterogeneously distributed information environment, the agent can
achieve to reduce the navigation time and to improve the fault tolerance against the
failure of the systems.
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1.4 Paradigm shift of ADS

There are three generations in the paradigm shift of ADS. The first generation is for
continuous operation by constructing nonstop control and information systems. The
second generation is for different lifestyles by providing customized services. The
third generation is to achieve sustainability for the development of society, econ-
omy, and life.

1.4.1 Paradigm shift from operation to service
From the view of the total system, conventional systems were required to achieve
high performance, be highly reliable, efficient, and so on. However, with the scale
of the system increasing so rapidly, the total system cannot be determined ahead of
time, and the system structure itself is also changing constantly. As a breakthrough
in systems, ADS was proposed to achieve on-line property.

Along with advanced information technology and changing demands, the
technologies based on ADS concept and architecture are also evolving gradually. In
Table 1.1, the paradigm shift of ADS from first to second generation is seen from
the view of system requirement and system structure. In homogeneous systems, the
ADS architecture and technologies are applied to deal with continuous operation at
system level. Moreover, with the advancement of information technology, the ADS
has focused on the integration of heterogeneous systems to assure the system
operation. However, along with changing requirement, the ADS was extended to
the information service level to provide customized service in different applica-
tions. Currently, the ADS architecture and technologies have been evolving in the
service infrastructure to improve the end-user’s quality of life.

1. Requirement: from operation to service
Requirement has changed from systems’ operation to user services. As the
users’ requirements have become more diversified, it is difficult to achieve user
satisfaction even if the system operation is guaranteed. Therefore, the system’s
service itself has to be evaluated.

Table 1.1 Paradigm shift from operation to service

First generation Second generation

Mission Resource for (control þ information) Resource as (þ service)
Customer Specified majority at city and intercity Heterogeneous personal

of community
System requirement Online property assurance Fair service unconscious

service
Time frame 1980s– 2000s–
Applications ● Steel production process control

system
● ATOS (autonomous train

operation)

● Data center
● Suica

DF structure Homogeneous and heterogeneous DFs Local and timed DFs
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2. Structure: from homogeneity to heterogeneity
The system structure composed of homogeneous components shifted to a
system consisting of heterogeneous components. To meet users’ increasing
demands, business in various fields has to provide new services. In this busi-
ness innovation, the system has to treat the diverse kinds, quality, and quantity
of the components and functions. As a result, the heterogeneous requirements
can coexist, and the system can adapt to changing situations.

1.4.1.1 On-line properties
Background
With globalization in the 1980s, intensity in competition increased. Therefore, it was
not sufficient for companies to win a place in a highly competitive market simply by
reducing costs and improving quality. For example, in the steel production process
control system, it is necessary to meet the various types and quantities of production
demands in global scale. Moreover, in the systems which dealt in seamless manu-
facturing processes, from raw material to the final product, nonstop system operation
was required. The ADS technologies were originally proposed to achieve on-line
property [12]. The consumer requirements, technologies, and application shown in
Table 1.1 are described in the following subsections.

Requirements
A system may need to change according to user requirements. However, its
operation cannot be stopped anytime since the system becomes economically and
socially important. As a result, the role of on-line property of on-line expansion,
on-line maintenance, and fault tolerance in a system, meaning that a system can
continue operation during partial expansion, maintenance, and failure, became
more and more important.

Architecture and technologies
In the 1980s, as shown in Table 1.1, the ADS was targeted to be applied in the
control field. The structure of the control system was composed of homogeneous
components. Therefore, the structure of DF(s) was also homogeneous. On-line
property is attained by this DF architecture, in which all data are broadcast, and
each subsystem selects to receive the data necessary for its application modules
based on the content codes (Figure 1.6). This feature makes the modules loosely
coupled. Even if some subsystems are under construction or fail, the system can
continue its operation. On-line expansion, on-line maintenance, and fault tolerance
technologies were thus proposed.

1. On-line expansion
There are three levels of on-line expansion: module, subsystem, and system. In
module level expansion, the application software module and database in one
atom are newly installed into or moved to another atom. Then they need only
to register their necessary content codes into their own ACPs and do not need
to inform the others. In subsystem level expansion, a subsystem can be con-
structed, modified, added, and deleted during operation of the other subsystems.
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The subsystems do not need to know the direct relation with others and need not
inform others upon their addition to or deletion from the system.

In the system level expansion, different ADSs are integrated into one. Two
types of the systems integration are designed. In the first design, the DFs of
different systems are combined into one DF. In the second design, the different
systems are connected by a gateway, and two different DFs are combined
through the gateway. The gateway connecting DFs (DF-A and DF-B) is
regarded as one atom in DF-A by the atoms in the DF-A. While, by the atoms
in DF-B the gateway is regarded as one atom in DF-B. That is, the gateway
selects to receive from the DF-B the data attaching the content codes necessary
for the atoms in DF-A and it passes the data into DF-A.

The data that is necessary for the atoms in the DF-B is passed through
gateway from the DF-A to DF-B. The gateway has to register the content codes
necessary for the atoms in DF-A to pass through from DF-B, while for the
atoms in DF-B to pass through from DF-A. During the registration of the
content codes in the gateway, the atoms need not stop their operation.

2. On-line maintenance
DF architecture makes it easier for application software modules to be tested
while the system is operating. There are two kinds of modes for each module:
on-line and test. On-line data and test data coexist in the DF. There are two
kinds of approaches for an on-line test. In the first approach, the module with
on-line mode uses the test data to do the test. In the second approach, the
module with the test mode uses the on-line data to make the test. Online test
is supported by a BIT (built-in tester module) in each ACP and by an EXT
(external tester module) which is an application software module. The BIT
module in the subsystem sets its application software module in the test mode,
and then it generates test data and checks the test result. The application soft-
ware module in test mode receives data from the DF and processes it. Then it
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broadcasts test result data with a test flag to the DF. The BIT of the system in
test mode prevents the signal from being sent to output devices such as con-
trollers. The EXT monitors test data and test result data in the DF. By corre-
lating test data with test result data, the EXT checks fault occurrence in the
application software module in the test mode and broadcasts fault detection.
The BIT independently decides whether to change the test mode to on-line
mode based on test results. This test mechanism makes it possible for both
on-line and test modes to coexist in the same system, at the same time.

For the associative module test, the modules, while they are in the normal
mode, are driven by the test data in the DF. The module broadcasts the test
result data into the DF, but it prohibits sending the signal to the output devices.
The test result data is successively used to test the other application modules.
With this mechanism, the application modules can be successively tested while
they are operating. The EXT monitors the test data and the test result data
successively output from the application modules and it detects how the fault
propagates among the modules.

3. Fault tolerance
The ADS architecture and its data-driven mechanism makes it possible for the
subsystems and application software modules to run freely and asynchro-
nously. The subsystems and application software modules are replicated
according to the requirements and their level of importance. Replicated
application software modules run independently and send out processed data
with the same content code to the DF. Faulty data are also sent out to the DF.
The ACP in each subsystem receives all data with the same content code from
replicated modules and selects the correct data from them. Here, the data
consistency management module in the ACP identifies the same data both by
content code and event number induced with the data. Correct data are selected
from the same data through majority voting logic, which is flexibly adapted to
the predetermined time interval or the total number of received data.

In the conventional k-out-of-N redundant system, the redundancy is only in the sub-
system level, and the voter detects the fault as a centralized controller. In the ADS, the
redundancy is not only in the subsystem level but also in the module level. Each
module autonomously detects the fault based on majority voting logic according to
relative redundancy. Under this logic, fault occurrence is detected, and each applica-
tion software module avoids being affected by fault propagation. A subsystem with a
replicated module can intercept any data broadcast from other replicated modules. If
the subsystem includes a faulty application software module, it detects the internal
faults via this interception. As a result, even if an application software module is
faulty, the subsystem continues operation by using correct data received from other
replicated application software modules and recovers this fault by itself.

In the case of ‘‘AND execution condition,’’ an application software module
needs more than two data to execute that can be resolved by using the event number.
The data consistency management module selects all data with the content codes
satisfying the ‘‘AND execution condition’’ of the application software module, and it
arranges the data in the order of the event number set by the original module.
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With this arrangement mechanism, the data consistency management module can
detect whether all necessary data have been completely received and whether some
data are missing, and it logically synchronizes the data that originated from the other
atoms.

This data consistency mechanism to assure fault tolerance is easily adopted to
system reconfiguration, without stopping the operation. When there are the repli-
cated databases as the servers in the system, each replicated database is indepen-
dently accessed. It asynchronously stores the necessary data into the DF and sends
out the data with the content codes requested from the client. In this case of the
database access, the multiple data are broadcasted into the DF from the replicated
databases. The application software modules independently select the correct one
among the multiple ‘‘same data’’ by the data consistency management module.

After the fault detection, the faulty application modules and databases are
required to be recovered. In the ADS architecture, any data broadcasted from the
application software module or the database can be intercepted by the replicated
modules or the replicated databases through the DF. Even if the atom includes the
faulty application software module or the faulty database, it can detect the fault
within itself by intercepting the data sent from the replicated application software
modules or databases through the DF. When the application software module is
faulty, the atom continues to its operation not by using its generating data but by
using the correct data received from the replicated application module. If there exist
faults in the database, the ACP has to copy the data from the replicated database and
simultaneously to receive the current necessary data for recovering the faulty data-
base. After all data are completed to copy from the replicated database, the ACP
merges the current data in the copied database.

Application
As one application of ADS, a steel production process control system was pro-
posed. To improve steel quality and to reduce cost, the software needed constant
modification, revision, and testing. In this system, on-line expansion, on-line
maintenance, and fault tolerance technologies were effectively utilized not only for
the hardware system but also for the software system.

Production schedule data, broadcast into the DF from the steel production
scheduling module, are received by real-time in/out control (I/O CTL) subsystems.
Each I/O CTL has its own responsible control region, and it autonomously adjusts
its own schedule according to the situation by communicating with other I/O CTLs
through the DF, as shown in Figure 1.6. In this system, the application software
modules are replicated according to their level of importance. Each module is
driven only by the correct and necessary data received by the ACP. This autono-
mous data-driven mechanism makes it possible to expand, test, and repair the
component during operation [30].

1.4.1.2 Assurance
Background
By the 1990s, nonstop control system operation had already reached high levels of
efficiency. However, maintenance was manual and not yet automated. Moreover,
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labor costs had risen drastically. Therefore, not only the cost of operation but also the
life-cycle cost, mainly consisting of maintenance cost, became a major consideration.
Information systems to assist maintenance personnel required more and more details.
It then became necessary to construct a heterogeneous system in which the facility’s
control system and maintenance information system were integrated. This structural
shift brought about the trend from homogeneous to heterogeneous operation system.
For example, the Autonomous Decentralized Transport Operation Control System
(ATOS) for Tokyo metropolitan area railway system is such a heterogeneous system
in which train control system and information system are integrated.

Requirements
An integrated system consisting of heterogeneous systems is required to keep
operations safe and stable under heterogeneous properties and evolving condi-
tions. This requirement is called assurance, which includes heterogeneity and
adaptability [31].

Architecture and technologies
The main feature of this architecture is not only that the structures of the DFs are
heterogeneous but also that various kinds of data of different quality levels are flowing
through the DF simultaneously (Figure 4.2). The heterogeneous data in the DF need
to coordinate with other systems to achieve nonstop operation. The on-line property
among the heterogeneous systems can be achieved by the following technologies:

1. Heterogeneous integration
Heterogeneous systems and content-code data coexist in the same DF. In this
situation, to meet assurance requirements, especially for a mission-critical
application in the integrated control and information systems, atomicity of the
transaction process must be realized. Heterogeneous integration technology was
proposed to guarantee atomicity by making coordination between heterogeneous
subsystems both in control and information system. When performing a trans-
action process, each control/information subsystem autonomously checks the
atomicity of the processed data by cooperating with other correlated control/
information subsystems. Based on transaction data flowing in the DF, each
subsystem judges the completion of the transaction and commits the process
autonomously [13].

2. Assurance
The assurance of the systems is to adapt to the evolutionary situation, while
preserving their objectives by utilizing the heterogeneous information and func-
tionality [31]. The assurance of the systems is realized by filtering the data among
them and adjusting to perform their functions. The typical topic of the assur-
ance problem is the atomicity among the related systems. The atomicity among
the heterogeneous systems is dependent on the relation of the systems qualities.
The high qualified system may ignore the low qualified system, but the low
qualified system is largely dependent on the high qualified system.

In the recursive model of the integrated systems with their respective
missions, they can cooperate by using the data passed through the gateway.
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When the data for the transaction in the system S1 passes through the gateway to
the system S2, it may cause the transaction in the system S2. Then, the atomic
action for the transaction in the integrated system (S1, S2) is defined as follows:

(i) Local atomic action: The transaction in S1 is committed only when the
transaction including the application software modules are completely
performed in S1.

(ii) Global atomic action: The transactions in (S1, S2) are committed only
when both transactions in S1 and S2 are locally committed.

(iii) Semi-global atomic action: The commitment of the transaction in S2
is followed under the commitment of S1, but the commitment of the
transaction in S1 is independent to S2.

These atomic actions can be achieved by the functions of the gateway. Now
consider the case of the integration consisting of two systems, S1 and S2.

(i) The gateway registers the condition of the atomic action for each
transaction.

(ii) The data in the DF of S1 is passed through the gateway to S2 for its
transaction.

(iii) The application software module in each system sends out the executed
result data into the DF. The executed result data for the transaction in
each system is received by the gateway.

(iv) The gateway can judge the local atomic action to be attained when all
executed result data for the transaction is received.

(v) Under the condition of the global atomic action of (S1, S2), the gateway
sends out the commitment of the transactions to both of the DFs, if the
gateway detects both of the local atomic actions of S1 and S2.

(vi) Under the condition of the semi-global atomic action of S2 for S1, the
gateway sends out the commitment of the transaction in S2 to the DF of S2
when the GW detects the local atomic actions of S1 and S2. But the GW
cancels the local commitment of S2 if the transaction in S1 is not completed.

Autonomous data filtering technology is for assuring the different response-time
requirements in the integrated control and information systems, and not interfere by
each other in situations of change. In message suppression technology, the gateway
monitors both DFs and judges whether to pass on the message based on the system’s
workload [14]. When the gateway receives transaction data, it calculates the esti-
mated response time based on both systems’ workload and compares it with the
requirement. If the gateway decides not to pass it on, it sends suppressed data to
the DF. In function filtering technology, to avoid the data function of control system
violated by the data of information system, each gateway runs autonomously to avoid
passing through unnecessary information messages to the control system.

Application
As shown in Figure 1.7, ATOS is an application of ADS for integrating two
heterogeneous systems: control systems such as route and traffic control, and infor-
mation systems such as schedule and passenger information [15–18]. This system has
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been in development over the past 10 years, and some of the current parts will gra-
dually be replaced even before the entire system construction is completed. Therefore,
the inherited system, test system, and new system coexist at the same time. This
system must be constructed step-by-step without stopping train service and disrupting
operation of the currently installed parts of the system.

The system is composed of different regional DF structures. Each train line is
composed of station subsystems, train-line traffic schedule management subsystem,
and a train-line information service management subsystem. The network con-
necting both the station subsystems in the train line and the train lines are utilized
for both control information missions. The control system is for real-time appli-
cation, while the information system is required for high performance. In the station
subsystem, the computers for control and those for information are divided and
connected according to their own mission-oriented networks, namely, the control
Ethernet and the information Ethernet through the gateway [19,32].

In this system, the control system should use the train schedule and train delay
data, which is generated by the information system. However, the control system
is running in real time and has to assure the safe train operation. By using the
autonomous data filtering technology, the control system can autonomously judge
when and how to utilize data from the information system. Meanwhile, the infor-
mation system can utilize control data for monitoring the train condition and
rescheduling at any time.

1.4.1.3 Fair service
Background
By the late 1990s, on-line property of system operation was achieved. In addition,
the Internet became an attractive alternate source of information. The advent of the
Internet has generated new requirements for services from users [34]. Therefore,
the concept of requirement has shifted from operation of systems to the user ser-
vices. Moreover, the access from the users cannot be predicted. Each of service
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providers has a different service level, and the transactions change rapidly and are
unpredictable. Such a dynamic and heterogeneous environment has made it diffi-
cult for each service provider to manage computer systems independently. As a
result, the data center comes forth to provide outsourcing of computers and man-
agement service to service providers. The task of a data center is to manage many
computing resources for various service providers.

Requirements
A service provider must provide fair service, which means it must keep the same
service level for all users with the same service level agreement without stopping
its operation under evolving situations.

Architecture and technologies
The homogeneous structure of DFs is constructed for the data center system so that
the information system may provide fair service to users. In this system, the same
service level, especially response time, is required for each computer. Therefore,
each computer needs data to be able to grasp the situation of other computers. The
characteristic of this system is that not only data but also information on the
situation of each subsystem is broadcast into the DF. The subsystem exchanges its
load information with the other subsystems and decides whether or not the sub-
system should join the group to process requests for service (Figure 1.8).

1. Autonomous resource allocation
Autonomous resource allocation technology was proposed to provide and
utilize fair service. To assure response satisfaction and avoid measurement
delay, the load difference of each subsystem, which is the difference of
necessary computing resource and actual deployed resource, is shared in the
DF. Each subsystem works asynchronously and makes a decision autono-
mously according to the different sets of load differences. Autonomous load
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Figure 1.8 Local data field. Copyright � 2009 IEICE [34]
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tracking measurement and control achieve quick response time by commu-
nicating load difference among subsystems and estimating total load using
limited information gathered within a limited period [19,20].

2. Autonomous stabilization
As situations change frequently, measurement and decision would not be
accurate. To raise the level of response satisfaction, it is more effective to track
load change. However, frequent change of subsystems makes the system
unstable. A trade-off relationship exists between response satisfaction and sta-
bility. The system can be stable despite such errors since autonomous stabili-
zation technology converges them according to feedback information [22,23].

Application
In a conventional data center, it is possible to schedule computing resource allo-
cation because load is predictable. Nowadays, however, many online applications
on the internet, such as electronic ticket selling systems, have difficulty in pre-
dicting the users’ requests in advance.

The size of data centers has been increasing due to growing number of cus-
tomers. Thus, a more efficient utilization of computing resources is required.
Moreover, the customers demand many different service levels, with many users
at each service level. However, transactions cannot be predicted in the internet
environment. Unpredictable peaks can arise within a short time. Autonomous load
tracking technology is effective to distribute the load of the system among sub-
systems autonomously, and fair service can be achieved.

1.4.1.4 Unconscious service
Background
By the beginning of the twenty-first century, services that are to be provided should
not only take user convenience in account but also their quality of life as well.
Service providers should offer appropriate service to users according to their
situations. To realize this purpose, a heterogeneous system with heterogeneous
requirement levels became necessary. This has made a change from homogeneous
mass service to heterogeneous unconscious service.

Requirements
In this system, a large number of the users utilize the system. The unconscious
service, which means the users take for granted services unconsciously according to
their own situations, is required for improving the quality of life.

Architecture and technologies
Because there are different service contents, the process levels are also different.
To meet different service process requirements, it is required to divide DF into
heterogeneous levels and adapt different service processes (Figure 1.9). In addi-
tion, it is difficult to implement the DF with high response and reliability at the
same time. Therefore, different levels of heterogeneous timed DFs are constructed
for different process levels such as high-response low-reliability and low-response
high-reliability.
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To achieve high-performance and highly reliable processes, different functions
are distributed into heterogeneous DFs. Each DF autonomously executes the
functions and coordinates with other DFs to continue its own operation even if data
inconsistency occurs.

Application
This architecture and technologies have been applied in Suica, the ICCTS, intro-
duced by JR East in November 2001, and can be regarded as the second infra-
structure to combine transportation with e-commerce. The contactless IC card has
made it possible to integrate smooth passenger flow (through real-time control of
gate devices) with reliable information processing of fare calculation [35–37].

1.4.2 Paradigm shift to society and economy
With the advancement of science and technology, the rapid and continuous changes in
the social and economic environment have been affecting the life and business on a
global scale. On the other hand, changing and unpredictable society and economy
accelerate to make new needs of the human lives. As shown in Table 1.2, the third
generation of ADS is to achieve sustainable development of society, economy, and life.

Through the globalization, the trend of social and economic evolution trans-
forms from the high-speed growth with the competitive relationship to the sustain-
able development under the global cooperation. Moreover, with the rapid progress in
the construction of the information society, it becomes more and more difficult to
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predict the changes required, spreading speed and impacts of innovations. Therefore,
it is a necessity that society and economy can appropriately transform themselves
from an old stage to a new one in their life cycle. The ADS concept-oriented
approach is a way to achieve the requirements of following missions [1].

1. Nature
The frequency, social, and economic impacts of natural disasters show an
exponential increase in recent decades. Cities and countries around the world
have begun to realize that these events are no longer ‘‘hundred-year’’ storms
but repeat within a few years. Not all of these effects are related to climate
change, but many, including coastal and river flooding as well as hurricanes
and typhoons, are becoming more violent as ocean temperatures rise. The new
methods are necessary to enable urban and regional societies to improve their
resilience to such events. We are powerless to prevent such extreme weather
events and the exact time of their occurrence may not be predictable, but we
can improve the systems for the impacts of these risks and their knock-on
consequences, and instantaneous and long-term response to an event.

With the advancement of IoT and Big Data, the approach of technology has
changed from a single system to system of systems. The integrated and
autonomous systems have major roles to play throughout such lifecycles, and
urban, regional, and national infrastructure needs to be adapted to incorporate
these new capabilities.

2. Management
With the transformation of social structure, the industry structure transforms from
the high-volume manufacturing to ecosystem, long-term service provision, and
continuous operation. The business approach has also changed from localization
to globalization. As a result, the management has changed from individual
operation to alliance, the market has changed from closed to open environment,
and the manufacture has changed from distributed to networked model.

Toward the future, it is extremely important to adapt to the rapidly changing
management environment such as shrinking market caused by low birth-rate

Table 1.2 Paradigm shift to society and economy

Third generation

Mission Nature Management Economy Aging

Disaster control Strategic unit Finance
transformation

Health care/Labor
force

Customer Community
(climate change)

Organization
(restructuring)

Internet market
(value and money)

Society (social
security)

System
requirement

Resilience (disaster
prevention
and recovery)

Sustenance
(unpredictable
market)

Security (exchange) Fairness
(generations gap)

Examples and
applications

East Japan
Earthquake
and Tsunami,
IoT, Big Data

Strategic
(business unit)

Blockchain Automatic vehicle,
health-care
network
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and aging society, strongly interrelated global economy, development of ICT,
advance of globalization, environmental issues like greenhouse effect, and
frequent occurrence of the natural disasters. The ADS concept-oriented
approach has been approved that it is a way to achieve the chain of technolo-
gies and markets for sustainable development.

3. Economy
The development of society and economy reduces the material living gap
among countries. As a result, the individual lifestyle transforms from the uni-
form substantial individual to the diversified individual lives. In the future, the
multiple individual styles will coexist in the same region. The cyberspace will
transcend time and space to connect the persons with the same individual
lifestyle in different regions.

As an example, blockchain is an autonomous distributed software to provide
secure and uninterruptible service. The applications of blockchain technology
have been beyond currencies, as a disintermediating force in various industries,
such as finance, healthcare, publishing, and software, including the potential
for widespread distributed, autonomous organizations, based on smart con-
tracts built upon blockchain technology.

4. Aging
With the development of society entered a mature period, the problem of the
declining birth rate, the increasing aging population, and the urbanization
should be faced not only by the developed countries but also by the developing
countries. The cost of pension, medical services, and elderly care services will
become the main part for sustainable development of society. Therefore, for
continuously and rapidly changing situations, the society transforms to the
flexible structure in coop with the situations, and the infrastructure in society is
of ultimate importance.

The rapid transformation according to changing situations is required to
achieve sustainability in society, economy, and life. The ADS concept-oriented
approach will become more and more important not only on the innovation of
technology but also on the value creation in society, economy, and life.

1.5 Conclusions

In the near future, users will require more mutual coordination in services. This
requirement arises from unexpected situations and emergent events in the complex
environment of modern society. This marks a shift from ‘‘service utilization’’ to
‘‘service creation’’ implemented by the input of users who share preferences and/or
similar situations.

This requirement differs from the Internet requirement, which provides services
to anyone, anytime, and anywhere. Under rapidly evolving situation, users with
similar preference cooperate with each other not only share the services but also
create the services. Such services are characterized by ‘‘right me,’’ ‘‘right here,’’ and
‘‘right now’’ and are provided/utilized in accordance with the cooperation of users.
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To meet these requirements, users with similar preferences organize a com-
munity. Each user can autonomously and actively form a local community with
other users based on physical locations, time, and the kind of service [38]. This
communication field constructed by community users is called active DF, in which
each user broadcasts information into it and shares information with other users.
Moreover, users create services through the cooperating with each other based on
the shared information. The DF changes by time and place, and the members of the
community also interchange.

The concept, system architecture, technologies, and applications of ADS have
shown the trend of the ADS concept based research and development through actual
operations. The background of the trend from homogeneous service to hetero-
geneous services is common worldwide. Furthermore, the new trend in community
has accelerated in the world for achieving sustainability of human life, company
activities, and environment. For example, smart city and grid are considered parts of
communities. In the future, different types of communities will be required for sus-
tainability throughout the international cooperation and coordination. Therefore, the
ADS concept-oriented approach has been a driving force for technological innova-
tion and social transformation.
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Part 2

ADS applications in intelligent infrastructure

Overview

Along with sophistication of society, the values among the people have been
diversified and their transition has been also faster. This trend affects the concepts
of social infrastructure. To meet variety of needs multifunctionalities of social
infrastructure systems and collaboration among the systems are advancing, and the
system tends to be complicated. And dependence on the system is also increasing.
This requires higher availability for social infrastructure systems and it is becoming
more difficult to suspend the system long time for maintenance or expansion.

Autonomous decentralized system is known as a technology which realizes the
property of online maintenance, online expansion and fault tolerant in complex
large-scale system. Therefore, autonomous decentralized techniques have come to
be utilized and have been put into practical use in various fields. Factory automa-
tion, public facility management, building facility management, steel production
management, power equipment management, etc. are the examples.

In this part, the applications of autonomous decentralized system to control
system of important social infrastructure which has extremely high mission criti-
cality are shown. In Chapters 2–4, the applications for railway control system and
variety of assurance technologies are described. In Chapter 5, the application for air
traffic surveillance and its fault tolerant technology is described. In Chapter 6,
the application for manufacturing system is described.
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Chapter 2

Autonomous decentralized safety
critical system

Takashi Kunifuji1

Abstract

Along with sophistication of society, multifunctionalities of social infrastructure
systems and collaboration among the systems are advancing, and the system tends
to be complicated. And dependence on the system is also increasing. This trend is
no exception for safety critical systems like railway control systems. Con-
ventionally, in safety-critical system, it has been considered that system integrity is
the most significant requirement to ensure its safety. Since frequent system
expansion involves a risk of impairing the integrity of the system, it is considered
desirable to avoid expanding the safety system as much as possible, and extension
of the system during operation has been prohibited. For that reason, the construc-
tion period for system expansion had been becoming long, and a technology to
drastically shorten the construction period was required. In this chapter, as one
of the solutions to the issue mentioned above, autonomous decentralized railway
control system which has developed and introduced in JR East and its system-
construction technology is described.

2.1 Introduction

Railway which is a safe and stable transportation plays central role in transportation
of inner or inter-city thanks for its bulk and high-speed transport characteristics.
So, it has become an important social infrastructure. And now, needs for a railway
is changing in accordance with changing of social environment. During the period
when the economy is significantly growing, traffic of people and logistics became
active, railway was required to increase transportation capacity, shorten trip time,
and expand operating hours. Especially in Japan, railway’s role in public trans-
portation is very significant from its terrain characteristics. Tokyo, the capital of
Japan, has been developing railways for a long time, and it is one of the cities with a

1East Japan Railway Company, Tokyo, Japan



high dependency on railway in public transportation. It is also evident that the
safety and stability of railway transport is trusted. Therefore, railway operators
have focused on improving the safety and reliability of railway control systems. On
the other hand, in sophisticated society as seen in developed countries, safety and
stability of railway transportation are regarded as given and further service
improvement such as diversification of train types, shortening of total trip time,
enhancement of information provision at transport disorder and so on are expected.
And system expansion for improving transportation service is frequently performed
mainly in urban railway lines.

However, since the expansion of the railway control system requires a very
long construction period, it is difficult to catch up quickly to the needs of society.
The reason for the long construction period is due to the short work time and the
poor work efficiency.

Specifically, since the system expansion should be performed with the system
in stopping, it should be carried out during few hours of train intervals at midnight.
This means that the shorter the train interval, the shorter the time for system test,
but it is impossible to expand train interval at the present. Therefore, to improve the
work efficiency and shorten the construction period, it is necessary to develop a
technology for safely performing expansion of the system during operation.

Autonomous decentralized system (ADS) is known as a technology which rea-
lizes online expansion in complex large scale system. East Japan Railway Company
(JR-East) decided to adopt an ADS when renewing the railway control system in the
Tokyo Metropolitan Area [1–3]. In detail, as described in Chapter 4, the autonomous
decentralized railway-control system has been introduced to the 23 lines of the
Tokyo metropolitan area over 25 years. And the system controls about 350 stations
and manages the train traffic of railway lines over 1,000 km in total. Introduction of
the system has been performed step by step. In the line, but it was difficult to
complete the construction without the excellent online extensibility of the ADS.

By the way, the railway control system is a huge complex system, and the
transport operation control system is only a part of it. From now on, autonomous
decentralized technology is indispensable for railway control system to improve
constructability of whole system to continue further evolution while catching up
social needs, but autonomous decentralized technology is required to continue its
own innovation. JR East has been proactively applying ADS to railway control
system to improve constructability, especially to safety-related systems. For exam-
ple, following the transportation-management system described above, we intro-
duced an autonomous distributed system into the train control system. In addition,
this paper describes application to signal control system.

2.2 Railway control system

2.2.1 System structure
Figure 2.1 schematically illustrates a typical setup of the railway control system.
Railway control system mainly consists of traffic control system, route control
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system, and signal control system, and they are configured hierarchically. The role
of each system is described below.

1. Traffic control system
To keep stable train operation, the system understands the status of train traffic,
and when transport disorder has occurred, it reschedules the train schedule and
applies it.

2. Route control system
Route control system sets up the route of station to lead a train into the station
yard or depart a train from there. When setting up the route, the system ensures
safety by not setting up conflict route at a time.

3. Signal control system
Signal control system controls signalling devices electrically according to
route control system’s command.

2.2.2 Issues in conventional railway control system
As mentioned above, the conventional railway control system is a hierarchical
system, so if suspending of operation caused by error, maintenance, or construction
has occurred in upper layer, it affects lower layer broadly. Therefore, even with
small system expansion, it is often necessary to suspend train operation over the
entire line. It is not suitable for the train operation system in the Tokyo metropo-
litan area where the train is operated at high density and the system expansion is
frequently performed. So, JR East introduced an ADS to modernize the railway
control system for the Tokyo metropolitan area, but only the signal control system
was left as it is.
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Figure 2.1 A typical railway control system
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This situation is, largely due to the system architecture with safety as a top
priority. Specifically, as shown in Figure 2.1, the control logic is centralized in the
signal-control equipment installed in the machine room of the station, and the
signalling device as the actuator is installed at wayside. These are electrically
controlled through a large amount of metal cables, that is the signal control system
and the signalling device ensure high integrity as an integrated system.

As described above, the safety of the signal control system is ensured by
wiring integrity, and care must be exercised for wiring change work in system
expansion. The work of installing a lot of cables, wiring and checking their con-
nections is a work that requires extreme caution, and since human errors during
wiring work sometimes cause serious transport disorder, signal control system not
dependent on wiring was required. In developing a new signal control system, we
decided to incorporate the idea of an ADS and to realize online expansion and
online testing which has not been realized from the viewpoint of safety until now to
improve constructability.

2.3 Signal control system utilized x-by-wire technology

2.3.1 Motivation for system change
As the amount of construction of the signal control system increased, securing
construction quality was a serious problem. However, the quality assurance of the
wiring work must rely only on human’s attention, and it has been difficult to show
effective solution other than tightening up the management. Under such circum-
stances, on 28 September 2003, a very serious transport disorder occurred in the
Chūō Line, Tokyo’s aorta, affecting 180,000 people. The cause was only a few
wiring mistakes, but there was pressure on the process due to the congestion of
construction. In response to this, JR East began developing a signal control system
that does not rely on wiring technology.

Although the direct cause of the transport disorder of the Chūō Line is the
wiring mistake as described above, there is a current situation that it takes time and
effort to construct the signal control system as a factor behind it. For example, in
the aging-replacement work of the signal control system, as a preparation for the
test, the wiring is transferred from the old system side to the new system side, and a
test (connection test) for checking each wiring to the on-site signalling equipment
is performed. After completion of the test, wire back to the old system side and
conduct a confirmation test (soundness check) on whether adverse effects due to
work are not occurring. Since there is no time to do only the connection test of
several signal equipment overnight, this will be continued for several months in the
switching work of the large station. When replacing a aged signal control system by
new one, huge amount of wiring work is required because an average of about five
pairs of core wires are used for signal light on the wayside, and it was also a hotbed
of human errors.

From this, it is considered that reducing the wiring between the controller in
machine room and the field signalling device and not having the hard-wired logic
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greatly contributes to the improvement of the workability and the prevention of
human error. It can also be prevented by connecting the controller in machine room
and the field signalling device with network and shifting from electric control to
information control as its main concept. In addition, from the viewpoint of
improving the availability, efficiency of system maintenance and system expan-
sion, and fault tolerance, we considered that online maintainability and online
expandability should also be required. From the above, it is decided that the new
signal control system is directed to autonomous distributed system.

2.3.2 System configuration
2.3.2.1 Autonomous decentralized signal control system [4–6]
Based on the concepts mentioned above, JR-East has developed a new railway
signalling system that utilized autonomous decentralized technology. Figure 2.2
schematically illustrates the new signalling system which called network signalling
system. In the network signalling system, an optical network connects the logical
controller in the machine room and the I/O controller built in the field signalling
device. This is to increase noise resistance, improve reliability, and protect from
lightning. To facilitate procurement of network equipment, IP was adopted as a
communication protocol. The system consists of a central control unit (logic con-
troller: LC) and signal devices (field controller: FC) connected with optical cables.
Both the LC and the FC are duplex.

This system is also an ADS. The LC is an autonomous safety-related equip-
ment located at the signal house. The LC generates the signal control information
(such as aspect for signal light and operation for switching devices) and translates it
into the IP-formatted command data, which is broadcasted to FCs through optical
fibre network as a data field (DF). The FC is also an autonomous safety-related
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Figure 2.2 Configuration of a new signalling system
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equipment located at the wayside. The FC controls the signal device electrically
based on the extracted data from the DF. The FC also translates the obtained
information from the signal device into the IP-formatted feedback data, which is
transmitted to the DF. We have developed two types of the FC: one is equipped in
signal device itself (Figure 2.3(a) is one of examples) and the other one is installed
in a wayside case, and we use copper wires from the FC to the signal devices
(Figure 2.3(b) is one of examples).

2.3.2.2 Method of control
The networking and ADS technology drastically changed the control method of the
field devices. Figure 2.4 shows the comparison of conventional electrical control
method and new one controlled by data. In a new method, the control data is
broadcasted to the network that is DF, and the device receives the data selectively
from the DF and operates its aspect or manipulation according to the data.

(a) (b)

Figure 2.3 Two types of FC: (a) built-in type and (b) in-case type
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2.3.3 Functions for shorten construction period
2.3.3.1 Issues in current constructing procedure
When current signal control system is replaced by new system, many tests should have
been performed before cutover of the new system. The test procedure is as follows.

1. Transferring of wiring
Transfer the wiring from the current system to the field signalling device to the
wiring from the new system.

2. Functional test of the new system
Confirm the functionality of the new system by controlling the signalling
device.

3. Restoring of the wiring
Restore the wiring from the new system to the field signalling device to the
wiring from the current system.

4. Integrity test
Confirm the functionality of the current system by controlling the signalling
device.

In procedure (1) and (3), many of wiring work has performed. It takes long time
and has a risk of human error.

In addition, although these are tasks incidental to the examination, they cannot
be performed unless it is a train intersection, which is pressing down the essential
test time. Reducing these and increasing the in test time will shorten the con-
struction period and improve the construction quality.

2.3.3.2 Assurance technology [7]
Degradation of workability in the conventional system is due to physically separ-
ating the control signal between the current system and new system under testing.
The necessity of transferring a large amount of wiring for its separation has spurred
a decline in workability. This can be easily solved by giving attributes to data in
data-driven system. Also, troublesome transfer of a large amount of wiring can be
solved by sharing a transmission path with data for train operation and data for test.

By changing from electrical control to data control, it became possible to
coexist various operation modes at a time, and a function for improving workability
using the data was developed. Coexistence of heterogeneity and adaptability to
change is called assurance property.

Assurance technology utilizing data-driven technology has been developed. In
current system, signal devices are controlled by electric power. In power-driven
system, the information to control the device and the medium to transmit the
information are conjoined. So, when the device has been replaced, the test of the
logic is needed. And online maintenance is highly restricted because electric power
cannot have multiple modes at a time while in data-driven system information and
medium are separated. So, it does not need to test the logic when device has
replaced. And operation mode of the FC is included in control data, so multiple
modes such as train operation and maintenance could be co-existing (Figure 2.5).
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In many cases of signalling construction, the functions of LC are expanded
step-by-step. In conventional technology, when functions are expanded, the whole
system should be set offline. In the network signalling system, each function (e.g.
interlock, device control, etc.) is configured as autonomous decentralized software
module. And the functions are able to be expanded or tested at online without
disturbing other functions. The procedure of online expansion is described below.

Figure 2.5 represents the initial state. In this state, the functions of interlocking
and device control are performed by the new system, while the functions of auto-
matic train protection (ATP) and railway crossing control are performed by the
external system.

2.3.3.3 Online test applied assurance technology [8,9]
Continuity check
When the signalling device is newly installed or exchanged, the test for confirming the
operation by connecting the new signalling device to the logical controller is required.
This test is called continuity check. Conventionally, since the different condition is
assigned to each core wire which transmitted the control condition by using plural core
wires from the LC to the signalling device, it should be confirmed that all the core
wires are correctly connected. For this confirmation, it is necessary to operate other
signalling devices interlocked with the signalling device under test to a predetermined
state, which requires time and labour for testing and has a wide range of influence.

In the case of data-driven system, since the control pattern is determined by the
value of the data, if the control pattern corresponding to each data is confirmed in
the factory, it is only necessary to check whether the data reaches or does not to the
FC at the field.

When testing whether the data reaches to the FC or does not, it is not required
to interlock the signalling device under test with other signalling devices. There-
fore, only the device to be tested is set to the test mode, and the test can be per-
formed separately from the logical controller. At this time, other signalling devices
which are originally interlocked with the device under tested may receive the value
on the safe side from the device under test.
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Figure 2.6 represents the state of online testing for the functions of ATP and
railway crossing control, which are added to the new system.

During this state, the test-mode is set to both functions of ATP and railway-
crossing control. The functions of interlocking and device control remain normal
mode. The relationship between the function mode and the I/O message mode is
shown in Table 2.1.

Figure 2.7 represents the final state. In this state, all functions are performed by
the new system.

Monitoring test
On the other hand, when updating the logical controller, especially when it is replaced
with a new mechanism, it is required to perform a long-term test as to whether
the signalling device can be controlled equally with the current logical controller. In
the conventional test method, not only does it require hand over conditions using a
large amount of cables between the current and new logical controller, it takes a very
long time to prepare for the test, and the cable is unnecessary after switching to the new
system. So, it will be removed, but human errors often occurred at that time.

In the case of data-driven method, not only a large amount of conditions can
be transmitted with one optical fibre but also the confirmation of the test result is
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Figure 2.6 Online testing of newly added functions

Table 2.1 Relationship between the function mode and the I/O message mode

Function mode

Normal Test

Message mode Input Output Input Output
Normal only Normal

Any mode TestNormal and test
TestTest only
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performed only by matching data, so it can be processed by a computer, so it is
efficient and free from human errors.

Monitoring test is one of the tests which is required in system-replacement
construction. In this test, the processing results of current LC and new LC are
compared. The comparison items are state of the control and timing. Figure 2.8
shows the method of the monitoring test with conventional technology. In this
method, new LC is tested at offline with field signalling device simulator. The
issues of this test method are listed below:

1. Large amount of cables and equipment only for the test is temporarily required.
2. Accuracy of the test is not so high because the simulator cannot replicate actual

disturbance in field devices such as delay or chattering.

Figure 2.9 shows the method of monitoring test in the network signalling system.
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In this method, both current LC and new LC are at online, and FCs accept
commands from both LCs, and as an FC has intelligence, so it is able to decide the
works autonomously by the combination of input message’s mode and own mode.
The details are shown in Table 2.2.

In this way, the monitoring test of new LC at online is realized without dis-
turbing the control by current LC. And the merits of this method are listed below:

1. No temporal cables or equipment only for the test are required.
2. Accuracy of the test is high because this test is using real FCs and signalling

devices.

As application of online-expansion technology, online monitoring in replacement
from current signalling system to the network signalling system and online test in
step-by-step function expanding of network signalling system.
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Figure 2.9 Monitoring test in the network signalling system

Table 2.2 Decision table of FC’s behaviour according to the mode

FC’s mode

Normal Test

Message mode Device
control

Message mode Device
control

Input Feedback Input Feedback
Normal Normal Yes Normal No No
Test Test No Test Test Yes
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2.4 System configuration technology of autonomous
decentralized railway control system

2.4.1 Architecture of autonomous decentralized railway
control system

Figure 2.10 shows an architecture of railway control system which applied auton-
omous decentralized signal control system. In this model, the system is composed
of three horizontal DFs and a vertical DF. In each layer, different service is realized
from other layers. The DF of each layer is separated and different layer of the DF
are interconnected by gate way (GW). And that is also an autonomous decen-
tralized subsystem.

2.4.1.1 Traffic control DF
This DF is for exchanging information related to train operation. The traffic-
management subsystem receives train traffic condition of entire line section via this
DF and adjusts the operation plan so that stable train operation is maintained. The
changed operation plan broadcasted to the DF, and the route control subsystem set
upped at each station receives it.

In this DF, the information should be updated every 2 s, and if the deadline
miss occurs, the stability of train operation will be decayed.

2.4.1.2 Logic DF
This DF is for exchanging information related to route configuration for each train
at the station. The route control subsystem requests route configuration to the
interlocking subsystem based on the train-operation plan. And the interlocking
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Figure 2.10 System architecture of autonomous decentralized railway control
system
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subsystem checks collisions between routes. As a result of the collision check,
the route setting request judged to be configurable is broadcast to this DF. Field
device control subsystem extracts the route configuration request broadcast from
the route control subsystem via the DF.

In this DF, the information should be updated every 400 ms, and if the deadline
miss has occurred, the safety is decayed.

2.4.1.3 Device DF
This DF is for exchanging information related to field signalling device control.
The field device control subsystem broadcast control information for each signal-
ling device to this DF based on route configuration request. The signalling device
control subsystem named FC extracts the control information and control the sig-
nalling device electrically. And the FC broadcasts controlled status as feedback.

In this DF, the information should be updated every 200 ms, and if the deadline
miss has occurred, the safety is decayed.

2.4.1.4 Emergency DF
This DF is for exchanging information related to emergency such as heavy rain,
strong wind, earthquake, and so on. Variety of disaster prevention systems is con-
nected to this DF, and they broadcast emergency information to stop the train when
the safety of train operation is threatened. This DF is connected to all horizontal DFs.

All subsystems autonomously behave on the safe side according to the
extracted information. Due to the difference in the update cycle of DF, the timing
of the emergency information at each level is different, but the subsystem integrates
the emergency information between DFs, thereby matching the states.

2.4.2 Heterogeneous real-time autonomously integrating system
As described above, a system that integrates ADSs with different real-time proper-
ties is called heterogeneous real-time autonomously integrating system (HRTAIS).

2.4.2.1 Definition of heterogeneous real-time
Heterogeneous real-time is defined by two properties of deadline and service level
(Figure 2.11).

1. Deadline
Deadline means a time limit which is defined for each processing. Generally,
when the time of processing is over, it is called deadline miss. If deadline miss
occurs, the system will fail down.

2. Service level
Service level means quality of service which is secured by real-time processing
such as safety, stability, and so on.

2.4.2.2 Generic system architecture
Generic system architecture of HRTAIS is shown in Figure 2.12. HRTAIS consists of
several heterogeneous real-time DFs (RT-DFs) and many autonomous real-time
subsystems (RT-SSs). Emergency DF (EMDF) is one of the event-DF and connected

Autonomous decentralized safety critical system 45



to all DF’s via router. Emergency subsystems (EM-SS) are only connected to the
EM-DF. EM-SS activate an alarm, and this alarm is broadcasted to all the subsystems
via each RT-DF.

Real-time data field
In HRTAIS, all kinds of the data which flows in the DFs have real-time properties
that are defined in section two, and all the data in same DF should have same real-
time property. This kind of DF is called RT-DF. To ensure keeping of time
restriction, the DF should be refreshed within properly time. The refreshing method
should be selected according to the service level by which real-time is guaranteed.
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Figure 2.11 Heterogeneous real-time property
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1. Refreshing by event
In this method, the data is refreshed only when the processing result has
changed. In the subsystem that uses data concerned, when there is no reception
from the DF, the latest value is used for processing. When the delivery con-
firmation is done to confirm the reception in time by the subsystem that uses it
when there is a change in the processing result for this method, and it is not
possible to receive it, it is necessary to send it again. Therefore, when time
limits are shorter than overheads according to re-transmission, it is not possible
to apply. Moreover, the technology that the transmission line judges whether
data disappeared on the way whether data is sent on the receiving side is newly
needed.

2. Refreshing by cyclic
In this method, the data is refreshed periodically regardless of the presence
of the change in the processing result. Latest information is expected to be
regularly received, and in the subsystem that uses data concerned, when
the time-out is generated, a pre-set value is used and it processes it. It should be
noted that this method causes high load to the transmission system. Moreover,
it is necessary to shorten the transmission cycle to the extent in which it can
follow to the change frequency of the transmission data.

Real-time subsystem
Architecture of the RT-SS is shown in Figure 2.13. The subsystem has two het-
erogeneous autonomous real-time control processors (RT-ACP). Each RT-ACP is
connected to different RT-DF; subsystems are connected to maximum of two het-
erogeneous RT-DFs. The data is shared by real-time applications (RT-AP) via atom
DF (ADF) in the subsystem.

RT-ACP is periodically driven and driving cycle is the same as another sub-
system’s RT-ACP which is connected to the same RT-DF. Hence, RT-ACPs in the
same RT-SS is driven asynchronously. Generally, in ADS, subsystems are driven
by data, that is when all required data is received, the process is driven. In peri-
odically driven RT-ACP, there is no guarantee that all required data has been
received within the period. So, RT-AP adopts alternative value and starts proces-
sing when data loss has occurred. This alternative value is called default.

ADF

RT-ACP-1 RT-ACP-2

RT-AP-1

RT-DF1 RT-DF2

RT-AP-2 RT-AP-n

Figure 2.13 Architecture of real-time subsystem
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Variation of default value and its role
Objective of adopting default value is to keep service level of applications as high as
possible. To do this, it is desirable that default value shall be autonomously specified
at input according to the application’s requirements. Default value is classified into
four types: previous value, application specified value, no data, and flag.

Previous value: This value is the same as what is used at previous processing
cycle. This contributes to keep availability of the system.

Application-specified value: This value is constant value which is specified by
application.

NULL value: This value means that the data is not for use.
Flag: This means an indicator that a deadline miss has occurred, and the data is

not for use.

Variation of default values for input and output are summarized in Table 2.3.

2.4.2.3 Heterogeneous real-time autonomous
transparentizing technology

In this section, the heterogeneous real-time autonomous transparentizing technol-
ogy which filters volume and integrity of the data between heterogeneous RT-DFs
is described.

1. Filtering of time-limit
In the RT-DF, the data is broadcasted cyclically by RT-SSs. When the data is
exchanged between heterogeneous RT-DFs, volume of the data per processing
cycle is different. To deal with the data transparently between the hetero-
geneous RT-SS’s transparentizing of data volume is required.

In the case of transmitting the data from short-period RT-DF to a long-period
one, typical data should be extracted from short-period one. In the case of trans-
mitting the data from long-period RT-DF to short-period one, lack of the data
from the long-period one should be complemented. The former filtering is named
integrated filtering, and the latter filtering is named divided filtering. Filtering
method and typical application of each filtering type is shown in Table 2.4.

2. Detailed filtering procedure
Figure 2.14 shows the model of data exchange between heterogeneous RT-
DFs. In this model, the data is exchanged from RT-DF1 to RT-DF2. The order
of filtering procedure is mentioned below.

Table 2.3 Variation of default value

Type Default value Usage

Input Previous value Keep availability
Application specific Keep service level
NULL Keep accuracy

Output Flag Notify the default to the receiver
NULL Notify the default to the receiver
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(i) The data received from RT-DF1 is inputted into AP via ADF.
(ii) Extracting of data is performed autonomously by AP according to the

filtering rule.
(iii) The extracted data is broadcasted to the RT-DF2 via ADF.

Detailed filtering procedure with this model is described below.
3. Example of integrated filtering

Figure 2.15 shows the example of integrated filtering. In this case, the period of
RT-DF2 is three times as long as that of RT-DF1. All data received from
RT-DF1 are stored in ADF and packed per cycle. At the timing of transmitting
to RT-DF2, latest package of the data is broadcasted to RT-DF2 by one packet.

4. Example of divided filtering
An issue of divided filtering is separation of no receive and data loss by error.
Figure 2.16 shows an example of divided filtering. In this case, the period of
RT-DF1 is one-third of RT-DF2. Therefore, at the timing of transmitting to
RT-DF2, a case that no data has been received from RT-DF1 is considerable.
When this situation has occurred, previous data may be adopted. On the other
hand, in the case of data loss at receiving from RT-DF1, the default is
set alternatively. This is performed under responsibility of autonomous real-
time communication of RT-ACP1 in RT-SS. Therefore, data loss and no data
timing are distinguished.

Table 2.4 Filtering method and typical application

Type Adopted data Typical application

Integrated Latest data Control system to control system
(control data)

Selected with condition Control system to information
system (alarm data)

All data Control system to information
system (journal data)

Divided Latest data
Copied one when lack of data

Information system to control
system (instruction data)

Fragmented data Information system to control
system (instruction data)

RT-
DF1

RT-
ACP1 ADF RT-

ACP2
RT-
DF2

AP

Source Destination

RT-SS
Extract the data

under filtering rule

Figure 2.14 Data-exchange model between heterogeneous RT-DFs
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Figure 2.15 Integrated filtering (latest data)
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2.4.3 Safety technologies in autonomous decentralized system
2.4.3.1 Autonomous safety
In autonomous decentralized safety-related system, it is required to have char-
acteristics of autonomous controllability, autonomous coordinability, and autono-
mous safety to achieve online property. Autonomous safety is defined as the
characteristic that if any subsystem fails, is repaired and/or is newly added, the
other subsystems can keep safety. The requirements to realize autonomous safety is
that each sub system autonomously processes fault detection and safety control in
real-time.

2.4.3.2 Autonomous fault detecting and safe-side control
Figure 2.17 shows autonomous fault-detecting model. In this model, built-in tester
(BIT) is prepared as an application of RT-SS. And external tester (EXT) is prepared
as one of RT-SSs of a system. There two types of testers that detect the fault from
different viewpoint. BIT is an autonomous application which connected to ADF. It
processes self-checking of RT-SS and healthy checking of applications in the RT-
SS. When a fault is latent in BIT, it is impossible to detect fault in RT-SS. To solve
this issue, EXT is utilized (Table 2.5). EXT is one of an autonomous RT-SS which
is connected to the DF set up in same DF. It notifies occurrence of the dangerous
fault to all the subsystems in the DF. Subsystems receive the notification and
replace the input from the subsystems in dangerous fault mode to the default value
autonomously.

2.4.3.3 Fault-detection mechanism on content code communication
Table 2.6 shows fault-detecting method in content code communication classified
for error type. To make general-purpose network equipment usable, error detection

DF

RT-SS-1

EXT

BIT RT-SS-n BIT

Input Input

Output

Output

Control Feedback
Device

I/O port

Figure 2.17 Autonomous fault detecting and safe-side control model

Table 2.5 Definition of safety fault and dangerous fault

Fault detection Preventing fault
propagation

Failure mode
of RT-SS

Performed by

Detected Enable Safety failure BIT (built-in tester)
Detected Disable Dangerous failure EXT (external tester)
Missed –
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is performed in the subsystem. And based on the characteristics of ADS, the fol-
lowing conditions should be applied:

1. All types of error should be detected by SS autonomously.
2. The error should be detected by error-detecting code.
3. Error-detecting code should be included in the message.

2.4.3.4 Safety control
The role of safety control is to suppress the dangerous side output to the outside due
to an abnormality locally generated in a certain subsystem and to prevent the local
abnormality from being propagated to the entire subsystem and thus to other sub-
systems. It consists of safety control of the subsystem itself and safety control at the
time of communication abnormality detection.

Safety control in subsystem itself
1. Hardware error

Hardware error is detected by BIT, and the RT-SS will be shut down by BIT. In
other RT-SS, the data that was expected to be received from the failed RT-SS
is replaced with the default value.

2. Software error
Software error is detected by BIT, and the autonomous application which
caused the error will be halted by BIT. The data expected to be submitted by
the failed application is replaced by default value. If error has occurred in ACP
or BIT, RT-SS should be shut down by EXT.

Safety control in communication error
Communication error is detected by ACP, and the data will be replaced with safe-
side value.

1. Detecting method for the delay caused by asynchronous system. In autonomous
decentralized system all subsystems working asynchronously, so we developed
a method for detecting delay among autonomous sub systems (Figure 2.18).

Table 2.6 Fault detecting method in content code communication

Error type Example Caused by (example) Detected by
(example)

Data error Bit error (random) Noise CRC
Bit error (systematic) Hardware error on

communication device
Reverting data

Time error Delay Congestion Time out
Missing data Hardware error on

communication device
Disorder Congestion, store and

forward
Sequential no.

Delivery error Misdirection Systematic error (software
bug, system configuration)

Test when
construction
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2.4.3.5 Heterogeneous service-level filtering
In case the service level which should be assured by system, such as reliability or
safety, is different, integrity of input data becomes different. So, data exchange
between heterogeneous RT-SS’s filtering of service level is also required. Figure 2.19
shows the difference of data format according to the service level. In case service level
is highly reliable, it may be sufficient that minimum level of redundant code is added
to the data. However, in case service level is highly safe, addition of diversified
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IP-network equipment

Timer
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#2 #3

#3

Reset the
sequential no.Timeout

#1 #1 #4 #3
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Output
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Output
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#2 #3
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Output
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Set the out of 
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deterred

Timeout Timeout

Timeout
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Timer
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Figure 2.18 Autonomous transmission delay detection in asynchronous system
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Figure 2.19 Service level filtering (reliability to safety)
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redundant code and extension of code system to increase hamming distance should be
required. This filtering is performed by AP in the RT-SSs autonomously.

To perform these filtering functions mentioned above, RT-SSs should recognize
the real-time requirements of each RT-DF. In the ADS, these requirements are
recognized as common knowledge, and each subsystem distinguishes the requirements
according to the CC of the data. So, filtering is able to be performed autonomously.

2.5 Future study

In this section, future railway control application applied heterogeneous real-time
autonomously integrated architecture is proposed.

2.5.1 Expansion for future railway control system
As the extension from the Network Signalling System which described in Section 2.3,
the next generation railway system is proposed. Figure 2.20 shows the model of the
logical controller of the Network Signalling System. Figure 2.21 shows the model of
the next generation railway control system. In the next generation railway control
system, the logical DF and the device control DF are integrated into one logical DF.

Also, the autonomous subsystem is installed on the train, the route control DF
is provided to adjust the route-control sequence by inter-train communication, the
route control DF is configured on the radio-communication space, and the logical
DF is connected by radio communication. Further, a command DF for sharing
information among the respective command systems is provided and is coupled to
the route control DF by radio communication.

2.5.2 Example of flexible route control
In this section, as an application of a heterogeneous real-time autonomous inte-
grated architecture, a realization case of flexible route control function is described.

Figure 2.22 shows an example of configuring an alternate course by flexibly
avoiding failures of field devices. In this case, it is not possible to configure the route

Logic DF (200ms)

Device DF (200ms)

Device-1

I/O DF
(50ms)

Device-2 Device-n

GWControl
logic-1

Control
logic-2

Control
logic-n

I/O DF
(50ms)

I/O DF
(50ms)

Figure 2.20 System architecture of current logical controller
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entering into the track no. 2, which is originally scheduled for the A train due to the
failure of the point machine no. 11. In the conventional system, as a result of
requesting the route configuration towards the track no. 2, a response that the con-
figuration is impossible is returned only, and the configuration of the alternative
course has to be decided by a train commander. The track layout shown in this
example, track nos. 1, 3, 4, and 5, can be considered as alternate routes, but the tracks
which cannot be used because they contradict the operating conditions are also
included.

Here, in the proposed architecture, we show a case where the top level
autonomously judges contradiction avoidance by integrating data to the upper level
via the subsystem.

1. The I/O control module in the device subsystem detects the failure of point
machine no. 11 and broadcasts the information to the I/O DF which is in the
ADF and further to the logic DF.

2. The control logic module in the device subsystem extracts the failure infor-
mation of point machine no. 11 from the ADF and the logic DF, integrates
it with the route information of each control logic, and uses the failure
information of point machine no. 11 which is on the route towards the track
nos. 1 and 2 is generated and broadcasts to the route control DF via GW.

Route control DF (1s)

Logic DF (200ms)
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I/O DF (50ms)

Device2 Device n

GW
(radio)

Train 2 Train n

Control
logic

Sensor IOC Serial
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Command DF (1s)
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Facility
command
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ergency D

F

Disaster
prevention

Disability
notification

Fault
detection

Figure 2.21 Architecture of future railway control system
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3. The train control subsystem on the train A integrates failure information of the
route towards track nos. 1 and 2, and the operation plan of the train A is
obtained by on-board logic module and contradictions that track no. 3 does not
have satisfied length, and track no. 4 does not have plat home for passenger are
recognized. As a result track no. 5 is autonomously selected as an alternative
route and route configuring request is broadcasted to the logic DF via the GW.

4. Each device subsystem autonomously extracts the route configuration request
and controls the field-signalling device. As a result, the route towards track no. 5
is configured.

As shown in this example, a flexible route configuration which was impossible in
conventional system has become possible by utilizing HRTIS.

2.6 Conclusion

In this chapter, the needs for social infrastructure systems diversify as society
advances. In order to respond to this need, the system has been increasingly
dependent on social infrastructure in people’s social life by repeating integration
and expansion, and as a result, it is not even possible to stop the system for
maintenance or system expansion. The problem was raised as an issue.

In a mission-critical system such as a social-infrastructure system, the ADS is
known as a technology to realize maintenance or expansion during the system is
operating. In this paper, the railway control system in the Tokyo metropolitan
area, Japan is introduced as a case of application to the railway signal control
system, which requires the highest safety. In addition, as a generalized model of
autonomous decentralized railway control system, the architecture of a hetero-
geneous real-time autonomous integrated system and its system construction
technology are shown.

A Track #2
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Track #4

[Route control DF]
Operation condition (Plan)

Route (Track #2)
4 Cars
Passenger train

Alternative route
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Disabled route
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Integration

Integration

11

Figure 2.22 Flexible route control on autonomous decentralized railway control
system
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With this technology, it is easier to construct a system of systems in which various
real-time control systems cooperate, and we believe that the social infrastructure
system will contribute to appropriate development and development of social needs
appropriately.
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Chapter 3

Train control system

Masayuki Matsumoto1

Abstract

Control systems have been put into practical use in all the fields of the industrial
world. In a conventional system, a central system controls devices directly. This is
called a central control system. However, this system configuration has a limitation
to meet variety of needs and situations that change from hour to hour. Therefore,
autonomous decentralized techniques have come to utilization and have been put
into practical use in various fields. Factory automation, public facility management,
building facility management, steel production management, power equipment
management, etc. are the examples. Train control systems have also been utilizing
autonomous decentralized techniques. As a result, these systems have contributed
to improve not only safety but also service, such as transport capacity increases and
ride comfort improvement. In this chapter, the background of realization of these
systems, transition of technology, and assurance techniques are described.

3.1 Introduction

Many accidents occurred in the history of Japanese railways. Innovation in railway
systems has taken place by studying lessons of those accidents. The railway
operators could not fully understand the needs of operation and technical needs
without daily operation. Moreover, they could not find problems without it. The
Japanese railway system has achieved the highest level of safe and stable operation
in the world. What is an operator’s view point concretely? How have railway
operators achieved innovation in operations and technology from an operator’s
viewpoint? These are described below.

3.2 Safety and stability of a railway operation

Railway operation between Shinbashi and Yokohama, launched in 1872, was the
origin of the railway in Japan.

1Matsumoto Signalling System Consultant, Japan



The government had owned and operated the principal railway line during
their first century, with nationalization under the ‘‘Railway Nationalization Law’’
in 1906 and subsequent transformation into a public corporation in 1949. Japanese
National Railway (JNR) was privatized in 1987, followed by complete privatiza-
tion of the three companies of Honshu by revision of the JR Company Law in 2001.
As a result, their railway operation was released from governmental fetters. Each
company has its own original management strategy and began to tackle various
new businesses which benefited from improvements in the appeal of the railway
itself and the infrastructure of the railway.

Mass transportation, high-speed travel, and punctual service are features of the
railway.

Therefore, when an accident occurs, there are many victims and the impact on
the society is very big. The first railroad accident in Japan was a derailment and
rollover accident in the Shinbashi station yard in 1874 (2 years after establishment
of the railway). The following accidents are representative examples with many
casualties: a train collision (105 dead) on the Hachiko line in 1945, a train derail-
ment and rollover (184 dead) on the Hachiko line in 1947, a train fire (106 dead) at
Sakuragicho station in 1951, a train derailment and collision (160 dead) at Mika-
washima station in 1962, and a train derailment and collision (161 dead) at Tsurumi
station in 1963.

The investment for safety in JR East occupies more than half of all the
investment, and it is also increasing every year. As a result, the number of accidents
itself is decreasing.

Accidents, such as the derailment and rollover (107 dead) on the Fukuchiyama
Line in JR West in April 2005 and the limited express derailment (5 dead) on the
Uetsu Line of JR East in December 2005, have still occurred recently. In a railway
business, the guarantee of safety is the foundation of management strategy. There
have been few examples of cases in which the extensive improvement of a signal
control system or a train control system has been advanced as a countermeasure
against these big accidents (Figure 3.1).

On the other hand, neither stable transportation nor customer service must be
neglected just because the safety guarantee is predominant. Mitigation of conges-
tion in the rush hour in urban areas or improvements of the degree of riding comfort
are examples. It is also necessary to consider competition, not only with the railway
business of other companies but also with other means of transport, as will be
mentioned later. That is the differentiation to be made after guaranteeing safety and
stable transportation.

For that purpose, maintenance and improvement of the structure for present
safety and stable transportation are needed first. Now, there are 180 railway acci-
dents per year including very small accidents in Japan. So, not only strict keeping
of the present structure of safety but also development of what has higher reliability
is required.

The railway has come to be, from the length of its history, one of ‘‘the mature
industries.’’ However, the share of cars and airplanes has increased, and passengers
have left the railway. The various efforts by railway business, the environmental
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problem, and other factors have affected this ‘‘modal shift’’ and brought recovery
of the railways, but never to the situation of railway predominance. In transporta-
tion services, users of cars and airplanes increased in number. On the other hand,
users of railways decreased in recent years.

The history of a railway is long, and it has been supposed to be one of ‘‘the
mature industries.’’ Various efforts, environmental problems, modal shifts, etc.
were brought by railway services. A recovery of a railway is also seen these days.

As shown in Figure 3.2, a railway is never in the situation of predominance.
It is especially a big theme how customers can be increased in number in short-
distance transportation and long-distance transportation. Furthermore, a decrease in
the birthrate of whole Japan and reduction of the number of workers make the
whole traffic reduce. If such tendency continues, railway business will decline. It is
a big problem how to get customers to use the railway.
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3.3 Development of train control system

The earliest railways had no signal systems, so station employees had to use hand
gestures to indicate to train drivers whether they should stop or go on. Even so,
there were still many train collisions because drivers missed or ignored the hand
signals due to human error. The race was on to develop foolproof signaling system
that could prevent train accidents. However, it was more like an arms race because
as soon as a digital automatic train control (ATC) system was introduced to prevent
one type of accident, another accident was caused by another type of error that
required yet another digital ATC system. This race has culminated in today’s
almost accident-proof train control systems, but even so, new train control systems
are still being developed with the focus on improving operation efficiency and
passenger services quality.

This section describes development and improvement of train control systems
to prevent train accidents, with a focus on the train operation requirement and
related technologies.

Since it was quickly realized that directing trains using signals (hand, sema-
phore, lamp, etc.) alone could not stop train accidents, cab warning devices indi-
cating to the train driver that the train was approaching a stop signal soon came into
common use, but even so, train accidents ascribable to driver oversight occurred
from time to time.

3.3.1 Outline of development history
The worst railway accident in JNR’s history occurred in 1962 at Mikawashima
Station, killing 160 passengers and injuring 296. A down freight train in the Mika-
washima Station yard on the Joban Line entered the safety siding when the driver
missed the stop signal. The locomotive and one freight wagon derailed, blocking the
main track of the down line. A following down train hit the freight train and derailed
blocking the main up line. Six minutes later, an up passenger train collided with the
previously derailed cars, derailing its first four cars. This disaster prompted the
decision to introduce a new automatic train stop (ATS), combining a cab warning
system and ATS.

As a result, the frequency-shift type ATS was introduced on all Japanese
National Railways (JNRs) lines to prevent train collision by April 1966. It was
called an ATS-S (S type ATS). Trackside coils were installed at about 43,300 points
on the ground and pickup coils were installed on about 13,000 cars (Figure 3.3).

ATS-S takes the driver partly out of the equation by adding the ability to stop
the train automatically.

In this design, the ATS-S halts the train by automatically applying the emer-
gency brakes if the driver overlooks or disregards a warning signal in the cab. But
there was one clear drawback, once the driver acknowledges the in-cab warning
(usually by pressing a confirm button), the automatic stop system is overridden and
the train can proceed, so if the driver confirms the warning by mistake, a collision
can still occur.
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To solve this drawback, a new ATS-P (ATS-Pattern) system was developed to
eliminate the weaknesses of the ATS-S. After a derailment at Hirano Station on the
Kansai Line in December 1973, it was decided to add a speed-check ability to ATS-
S because of the following three problems:

● No ability to check train speed.
● After train driver confirmed warning within 5 s, subsequent safe operation

dependent entirely on him.
● Ground equipment transmitted information to on-board equipment only when

train was at some specified point ahead of stop signal.

With ATS-P, the train speed is constantly checked against a speed pattern to bring
the train to a halt at a stop signal. The ATS-P sends digital data about the distance
to stop signals by transponder to on-board equipment which checks the train speed
pattern against a reference model and automatically applies the train brakes if the
train speed exceeds the pattern. Since the system reduces the number of braking
stages, train headways can be shortened to improve train operation efficiency. The
ATS-P system was put in practical use in early the 1980s (Figure 3.4).

On high-speed sections with trains operating at very short headways, failure
to respond to any signal aspect for any reason can lead to a very serious collision
within seconds. Therefore, another system that continuously displays permitted
speeds on an in-cab monitor and automatically applies the service brakes was needed.
The automatic train control (ATC) system was originally developed to support safe,
super-high-speed railway transportation utilizing Japan’s Shinkansen and introduced
into conventional commuter lines to shorten the train interval (Figure 3.5) [1].

Today, this is called analog type ATC (analog ATC or ATC); it was introduced
first in 1964 on the Tokaido Shinkansen where trains were running faster than
200 km/h because drivers could not safely recognize trackside signal aspects and
could not respond quickly enough even when they saw the signals.

Sometimes slightly before the debut of analog ATC on the Tokaido Shinkansen,
the Hibiya subway line in Tokyo introduced a trackside signal-based analog ATC
system—the result of R&D into automatic train operation—to improve train safety

Train speed

5 s

Emergency brake

Wayside coil

Aspect information130 kHz

Figure 3.3 Outline of ATS-S
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and operational efficiency. Then an in-cab signal-based analog ATC system to pre-
vent driver mistakes was put into service on the Nagoya subway in 1965. This was
soon followed by an installation on the Joban Line of JNR to support through
operation with the Chiyoda subway line in 1971.

The analog ATC is a continuous control system that has improved the safety of
train operation much more than ATS, which is an intermittent control system. This
is largely because analog ATC assures safe train operation even if the driver mis-
reads a cab signal. In analog ATC, the trackside equipment transmits an analog
ATC signal matching the control train speed to the track circuit and the on-board
equipment receiving the analog ATC signal displays the signal on the monitor and
slows the train according to the signal.

Brake pattern

Service brake

Encoder
EC

3,000
FSK
64 kbps

FSK
64 kbps

(48 b)
FSK, 1,200 bps

Distance information
Wayside coil

Train speed ±32 kHz
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Figure 3.4 Outline of ATS-P

Figure 3.5 Tokaido Shinkansen opening ceremony

64 Autonomous decentralized systems and their applications



However, the analog ATC is relatively an old technology that was developed
during the early stages of the Tokaido Shinkansen and has problem, including
inability to cope with increasing numbers of trains.

The ideal train control system would determine the distance to the point where
the train must stop—the only information needed to prevent a collision with the
preceding train—and stop the train there safely. In this case, the basic required
system information is the current exact train position and exact point where the
train must stop.

Reconsideration of the purpose of conventional train control systems have led
to new decisions on the basic functions of a new train control system where the
trackside equipment transmits the point where the train must stop to the on-board
equipment, which determines the current position of the train and calculates the
distance to the stop point. The system applies the train brakes as necessary at curves
and on down grades.

Then, the D-ATC (Digital-ATC) system (digital and decentralized ATC) had
been developed using autonomous decentralized system (ADS) technology. In the
D-ATC system, the device on each train autonomously calculates the permitted
speed of each train. This system was introduced to the Keihin-Tohoku Line as
D-ATC in 2003 and to the Shinkansen as DS-ATC (Digital Communication &
Control for Shinkansen-ATC) in 2002 (Figure 3.6) [1–3].

Existing train control systems have been in long use and boast high degrees
of safety. At the same time, they have contributed to better track utilization.
However, some of the technologies, such as detection of train position using
track circuits and transmission of data to the on-board equipment via the rail, are
very old.

There has been recent remarkable progress in mobile communications and
computer technologies which makes possible a new train control system where
train itself recognizes its location and communicates with other trains through radio
transmission and which can be used for train control systems to reduce the amount
of ground equipment and cut costs. Therefore, a new radio-based train control
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system called ATACS (Advanced Train Administration and Communications
System) using digital radio, computer and information communication technolo-
gies (ICT) had been developed. This adopts a new framework for trackside and
on-board equipment functions (Figure 3.7) [1].

ATACS is the new train control system using information technology and ADS
technology. ATACS system was put into practical use in 2011 at Senseki Line in
Tohoku district (Figure 3.8).

These train control systems are classified into five levels from ‘‘Generation 0’’
to ‘‘Generation 4.’’

‘‘Generation 0’’ system is ATS-S, ‘‘Generation 1’’ system is ATS-P, ‘‘Gen-
eration 2’’ system is ATC, ‘‘Generation 3’’ system is D-ATC, and ‘‘Generation 4’’
system is ATACS see Table 3.1. Progress of the train control system is shown in
Figure 3.9.
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3.3.2 Automatic train control (ATC) system
3.3.2.1 Analog ATC
Figure 3.6 illustrates train speed control of the analog ATC system. In the analog
ATC system, a signal device that indicates permitted speed is located in the driver’s
cab on trains, and it continuously receives information on the permitted speed
transmitted from ground equipment.

The central ATC logic device sends ATC signals to track circuits. The analog
ATC signal is information on the permitted speed, and at the same time, it is used
as a train detection (TD) signal. The logic device can determine the section on
which a train is present by monitoring the level of received ATC signal power
because the wheels of the train short the track circuits. Boundaries of the track
circuits and the pattern of permitted speed are designed in order to maintain train
headway, which is necessary for train traffic control.

In the analog ATC system, the central ATC logic device takes charge of most of
the train interval control, and on-board equipment only controls the braking of the
train according to instructions from the central device. The analog ATC improves
security and traffic efficiency but some problems still remain as listed below.

1. The braking control pattern is not smooth at the boundary of a section, there-
fore, the time of a braking operation tends to increase, driving operability is
bad, and the train interval cannot be shortened.

Table 3.1 Comparison of train control system

ATS ATS-P ATC D-ATC ATACS

Signaling system Way side signal Cab signal

Signal Analog signal Digital signal

Block system Fixed block Moving block

Train detection or
position recognition

By track circuit On-board

Transmission Transponder (BaliseþLoopcoil) Radio

Control method Point control Continuous control

Generation 0 I II III IV
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Figure 3.9 Progress of train control system
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2. The improvement of rolling stock performance does not improve the efficiency
of transportation because the headway mainly depends on the permitted speed
and the boundary point of the section.

3. Most equipment is placed in the central part of the system, and many cables are
laid from the central device to the track circuits, which is costly.

3.3.2.2 Digital ATC (D-ATC)
The Yamanote Line and Keihin Tohoku Line—JR East’s important arteries in
metropolitan Tokyo—must maintain stable and high-density transport. The analog
ATC systems came into use in 1981 and had become obsolescent after 20 years,
making renewal important. In renewing the old systems, rather than simply replace
the old ATC with new ATC systems of the same type, JR East decided to undertake
a comprehensive review and develop a system based on an entirely new concept
compatible with the basic purpose of ATC (controlling the headway between trains
safely).

Interval control is one approach to train control. As long as the distance between
preceding and succeeding trains is known, it is possible to secure safety by control-
ling the train speeds. Implementing interval control required accurate train position
detection and high-speed communication between train and ground. Clearly such an
on-board intelligence system is very different from the analog ATC.

What is digital ATC? The only data required to stop a given train at the rear of
a block with a stop signal aspect is the point where train must stop and the distance
to that point.

Based on this concept, JR East decided to develop a new on-board digital ATC
in which the ground equipment transmits only the stop point as digital information
to the on-board equipment, which recognizes the train position and continuously
calculates the distance between the train position and the stop point and applies the
brakes at the right moment, taking into account relevant factors such as curves and
grades.

The characteristics of the digital ATC system are as follows:

1. On-board equipment with sufficient flexibility improves train deceleration and
permits headways reduction without modifications to ground equipment.
Continuous braking control and recognition of train position by the on-board
equipment reduced headway and allowed high-density operation. High-density
operations can lessen train congestion through single-phase braking control
and on-board train position recognition.

2. Comparatively compact and economical ground equipment were realized by
using general-purpose ICT devices and distributed system configuration.

3. Brakes are engaged smoothly and riding comfort is improved by conveying
line service conditions to crews and finely conducting ATC brake control.

4. System informs a driver of route conditions, thereby improving train
maneuverability.

5. If deceleration performance of rolling stock is improved, the system is flexible
enough to shorten the interval between trains without changing ground facilities.
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The new ATC system is less costly than the analog ATC system and has reduced
headways of 150–120 s with stop times of 50 s and a deceleration of 3 km/h/s. In
addition, the new system has much lower construction costs. The digital ATC
functions are outlined below (Figure 3.10).

1. Train detection: A TD signal is transmitted constantly to the track circuit.
As soon as a train enters the track circuit, the ATC logic unit detects the train.

2. Stop point transmission: Based on the train position information supplied by
each track circuit and the route setting information supplied by the interlocking
device, the ATC logic unit calculates the section permitting train entry and trans-
mits it as a digital ATC signal to the on-board equipment via the track circuit.

The ground equipment transmits an minimum shift keying (MSK) modulated,
80-b ATC signal (64 b for text and 16 b for cyclic redundancy check (CRC)) using
an high-level data link control (HDLC) compatible transmission protocol to the
on-board equipment, which performs a CRC check on the received ATC text.
It also validates the serial number, content, etc. of the ATC text and invalid ATC
texts are not used in control of train operation.

3. Own position recognition and 4. Barking pattern: While the train is running,
the on-board equipment constantly determines the train position (specific position in
specific track circuit) by counting tachometer pulses from an axle generator. The train
receiving the ATC signal retrieves the relationship between the stop point informa-
tion given by the signal and the train position from the on-board database calculates
the distance to the stop point from that relationship and generates a braking pattern.

In the digital ATC system, the on-board equipment must find the train position
accurately, using a tachometer generator. Even if the tachometer generator error is
on the large side, the data is processed on the safe side. In addition, to prevent
accumulated error, correction-position transponders are installed between stations
at intervals of about 1 km. The transponder also performs distance correction, while
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5. Brake control
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Figure 3.10 Operating principle of D-ATC
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the train is running at a low speed or during slide detection to ensure safe position
detection. If the train position becomes unknown, the system immediately applies
the emergency brakes.

5. Brake control: The on-board equipment checks the train speed against the
braking pattern and applies the brakes if the train speed exceeds the pattern. Imme-
diately after the brakes are applied and immediately before the train stops, the
on-board equipment also applies weak braking to minimize the shock of the braking
action. Also, before the on-board equipment applies the brakes, it indicates that the
train is approaching the brake pattern by flashing a lamp. Furthermore, a monitor
displays the condition of the route ahead to improve the train maneuverability.

Reliability and testing: The digital ATC system is configured to secure both
higher safety and reliability; the ground equipment is triplex and the on-board
equipment is dual-duplex, lowering the critical failure rate of the entire system by
10%–12% or less, compared to the electronic interlocking system.

For about 6 months from October 1998 before putting the system into practical
use, comprehensive final testing (32 night tests and about 180 days of day tests) was
carried out with new ATC ground equipment installed between Minami Urawa and
Omiya on the Keihin Tohoku Line and the new on-board equipment mounted on a
Series 209 train set. Since the component technologies of the new system had already
been validated by the 1995 on-track testing, the emphasis was on confirming and
evaluating system functions, performance, constants, etc., required during revenue
operation from the system startup to changing driver’s cab, shunting, etc.

JR East planned to introduce digital ATC called DS-ATC, with ‘‘S’’ standing for
Shinkansen as the control system for the soon-to-be-opened Morioka–Hachinohe
section. Testing started near Koriyama Station in 1999 with good results. In 2002, JR
East decided to introduce D-ATC on its narrow-gauge railways and DS-ATC on its
Shinkansen. Both projects went smoothly with the DS-ATC system introduced on the
Hachinohe section of the Tohoku Shinkansen in December 2002, and the D-ATC
system introduced on the Minami Urawa–Tsurumi section of the Keihin Tohoku Line
in December 2003. Then, in November 2005, the DS-ATC system was introduced on
the Furukawa–Morioka section of the Tohoku Shinkansen. The DS-ATC system had
introduced on the Joetsu Shinkansen in 2008, and the D-ATC system had introduced
on the Yamanote Line in 2006, and on remaining sections of the Keihin Tohoku Line
in 2007.

3.3.3 Radio-based train control system
JR East had developed a train control system using radio communication.

Existing train control uses the track circuit to detect the train position and
displays the appropriate signal according to the detected train position.

Conventional train control systems using track circuits for TD require huge
investments in equipment and maintenance. There are several reasons: various
ground facilities must be installed on and around the track; train positions cannot be
detected very accurately; many signal cables are required to connect ground facilities;
etc. In addition, because train control is implemented by block, conventional systems
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cannot effectively support changes in transportation mode, such as development of
new, high-performance vehicles.

However, by utilizing ICT as the core and redesigning the distribution of func-
tions between the ground and on-board equipment, it is possible to configure an ideal
control system in which individual trains exchange train position information with
each another to control train intervals.

The recent great progress in ICT has now made it possible to build a train
control system called ATACS, in which each train recognizes its position and
exchanges data with other trains by radio (Figure 3.11). It is an innovative new train
control system that uses ICT and autonomous distribution technology.

This new train control system utilizing ICT has the following purposes:
Cutting costs: Reducing the number of ground facilities cuts construction and

maintenance costs. In addition, the costs of large-scale improvement and signal
installation works during renewal of train control systems can be cut.

Facilitating system renewal: Since the system does not depend on ground
facilities, it can easily support changes in transportation mode, such as higher train
speed and shorter headway.

Train interval control: The train speed is controlled by calculating the per-
missible speed from the limit movement authority (LMA) of the train, instead of
directly indicating the speed signal as in the present system. The base procedure for
train interval control is as follows:

First, (1) the train position is transmitted by radio to the ground controller.
Next, (2) the ground controller calculates the point to which that train can be per-
mitted to move (LMA) on the basis of data on the train position and route of each
train in the control area.

(3) The LMA is transmitted to the following train. Further, the on-board
computer determines the permissible distance of running based on the LMA and the
present train position. With braking performance and track conditions (gradient,
curve, speed limit, etc.) taken into consideration, (4) the on-board computer creates

Digital radio communication

1. Train position4. Creation brake pattern
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5. Brake control
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Logical controller
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Figure 3.11 Operating principle of ATACS
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a brake pattern which can cause the train to stop at the limit of this permissible
distance of running, and (5) applies the brake control.

Improving safety and reliability: The system does not depend on the train crew
for control. It improves safety by positively preventing entry of trains into a closed
section and by providing a protective pattern for brake control at level crossings.
In addition, the fewer ground facilities reduce problems, contributing to improved
transportation reliability. ATACS has many functions; the main functions—train
interval control and level crossing control—are described here.

Testing: Toward practical application an ATACS system configuration and
specifications were prototyped with future practical application in mind. Seven
radio stations were installed on the 17-km Aobadori–Higashi Shiogama section of
the Senseki Line and on-board ATACS was installed in each of 18 train sets. The
test section is divided into several control areas, each of which has control equip-
ment and a radio station. The control equipment has a number of functions,
including TD, train interval control, switch control, level crossing control, and
track-work safety management. The radio stations exchange information with the
on-board computer and are installed at appropriate intervals according to radio
area; some are linked to the control equipment. The on-board computer controls the
train brakes according to data received from the ground control equipment. It also
transmits train position information to the control equipment.

Level crossing control: ATACS controls level crossings by exchanging data
between the ground and on-board equipment. To adjust the warning time of an
approaching train, the system uses the train speed and train performance to estimate
the time when the train will arrive at the crossing and transmits it to the ground
control equipment to actuate the crossing signal. Then, the system transmits the
information to the train and recalculates the brake curve. If the crossing signal is
not actuated, the system stops the train before the crossing.

Other functions: The other functions include track work safety management,
switch control, bidirectional distance control, and temporary speed regulation.

The distributed ground equipment are linked by a network. Each on-board
system performs autonomous brake control according to LMA data. The ground
equipment consists of a traffic control system and a train control system, and each
device is configured, so that it works independently and even the failure of one
device does not affect any other devices.

If one radio station goes down, the neighboring station automatically backs it
up, keeping the system functioning.

First, the on-board equipment determines the accurate train position. The
initial train position is obtained when the train passes the trackside coil installed at
the boundary between train departure section and train entry section. Next, the on-
board equipment continues recognizing the train position using the cumulative
running distance calculated from the train speed. The distance is corrected each
time the train passes each trackside coil installed at appropriate intervals. The train
position is allocated as a unique number to the associated control equipment, and
data about train positions in virtual sections (divisions of control area), related
sections, etc. is processed by the ground and on-board computers. Radio stations
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are installed at intervals of about 3 km (varies according to reach of radio wave).
To avoid mutual interference between adjacent radio stations, four different
frequencies are used so stations in individual control areas can select a suitable
frequency. Each station communicates with trains in its area every 1 s. Since trans-
mission errors can occur, space diversity and Reed–Solomon error correction are used
to improve transmission quality.

Day running tests (cumulative distance of more than 1 million km) and night
control running tests (28 times) were performed from October 2003 to February
2005. Since the test results showed no functional or safety problems with the pro-
totype system, R&D has started into practical application.

JR East’s faith in the concept was finally realized 7 months later. On October
10, 2011, commercial operation of ATACS began on the Senseki Line, an urban
commuter line in the Sendai area, with all operating trains switching from con-
ventional train control to the new system.

3.4 ADS technology

In the present signaling system, because all trains are controlled in a uniform way,
a higher performance train can’t run according to its higher performance. Conse-
quently, higher performance will be achieved only when all trains are changed to
higher performance trains.

In D-ATC, the ground system is decentralized, and each device is connected by
optical network. Each on-board system does brake control autonomously by using the
stopping point given in transmitted information by the ground controller and own
position. The ground system is divided into a logical controller and transmitter devices.
As a result, it prevents a failure of some equipment from affecting the whole system.

In D-ATC, when the on-board system receives the stop point from logical
controller via track circuit, it generates the brake pattern by using the on-board data
base. The brake pattern has geographical conditions such as gradient and curve. The
on-board controller controls the brakes based on this pattern. Therefore, if a new
high-performance train is introduced even when the ground system is not changed,
this train can run according to its performance. This means it has autonomy. As a
result, it becomes extremely easy to speed up and to increase traffic volume of the
line. And flexibility of the system improves.

The following are definitions for system modeling and testing concerning the
analog and digital ATC systems by using ADS technology [4,5].

3.4.1 Functions of analog ATC system and definition of testing
Figure 3.12 is a model for the analog ATC system. Sa and T1�Tn are the analog ATC
ground system and trains, respectively, and Vj�1 is permitted speed for train Tj.

As shown in Figure 3.12, ground system Sa acquires the position of train Tj.
Then, the permitted speed information Vj�1 for the following train is created based
on Tj’s position information. The created information is transmitted to Tj�1, the
train behind. Tj�1 controls the brakes based on the received information [6,7].
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This system will be tested regarding the following items: (1) whether the train
position is detected appropriately; (2) whether the speed data are created appro-
priately; and (3) whether the brakes are controlled appropriately. The testing is
defined as follows:

1. Sa detects the position of Tj.
2. Sa creates Vj�1 according to the position of Tj and transmits it.
3. Tj�1 controls its speed to be equal to or lower than Vj�1.

3.4.2 Functions of the D-ATC system and definition of testing
Figure 3.13 is a model for the D-ATC system. SDj and Tij are the D-ATC ground
system and trains, respectively, and the connection with the neighboring data field
takes place at GW (gateway) [6,7].

As is shown in Figure 3.13, SD1 and SD2 are ground system connected with a
GW. The GW has a role which prevents mixing of the ATC signal from an
adjoining equipment room. System SD2 first obtains the position of train T2j. Then,
it creates the information for the following train according to the T2j train position
information. The created information P2(j�1) is then transmitted to the data field.
When there are data about it, train T2(j�1) obtains these data. It then generates a
pattern based on the obtained information and carries out the brake control.

This system will be tested, like the analog ATC system, regarding the following
items: (1) whether the train position is detected appropriately; (2) whether the data
for the following train are created appropriately based on the detected data; and
(3) whether the brakes are controlled appropriately. The testing is defined as follows:

1. SD2 detects the position of train T2j.
2. SD2 creates P2(j�1) according to T2(j�1) and transmits it.
3. T2(j�1) is controlled according to P2(j�1).
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Figure 3.12 Model for the analog ATC system
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3.5 Assurance technology

Assurance technology is a technology to secure stable operation of systems and is
the general term for technology utilizing a system that considers the two elements
of heterogeneity and adaptability [8,9].

The system is configured to satisfy a large number of needs, including safety
and reliability. The needs levels vary depending on systems, and when linking
systems with different needs levels in a network, it is necessary to allow the
coexistence of different needs levels. This is called heterogeneity. On the other
hand, the environment which systems are placed in is constantly changing,
including the systems themselves. These changes include system malfunction,
initial system settings (startup), system repairs, system changes, and such. The
requirement to cope with these factors is adaptability.

Continuation of train operation under different systems and during a replace-
ment work period, smooth system change, and securing of safety and maintain-
ability are issues of heterogeneity and adaptability. It is expected that assurance
technology can resolve these issues.

Due to the advancement of railway signaling technologies, railway safety has
been remarkably improved. With this improvement, what our society expects of
railways has reached a higher level and become more diversified, with heightened
requirements for stable transportation together with secure safety. For this reason,
we need to assure continuation of train operation as much as possible in ordinary
operation and under many other circumstances.

We previously depended on fault-tolerance technology to minimize effects in a
case of system-down. However, system-down is not the only circumstance in which
ordinary operation is not possible. In other words, in cases of system upgrade to
accommodate improvements at stations, speed-up of trains or an increase in the
number of trains to meet user needs or for the replacement of aged systems,
stable operations of systems are required. We will indicate examples of these below.

Upon the introduction of new systems, since they are large in scale, it is not
possible to upgrade the whole system at once. In other words, as a requirement, new
systems and active systems need to coexist and either system should not hinder
train operation. This presupposition needs to be taken into account when designing
systems. These different systems include not only new systems and active systems
but also various systems for different needs. Under these systems, train operation
should not be interrupted, and these systems are required to operate in harmony and
should not interfere with each other.

3.5.1 Modeling of system replacement
So far, models have been created for the analog ATC and the D-ATC systems. In this
section, a model for system replacement is created based on these system models.

When the new ground system of a section has been installed, functioning of
TD is tested first. Then data transmission to the on-board system and brake
control are tested. The sections and trains of which these tests have been finished
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will be put into service one by one. Therefore, the system replacement takes place
step by step.

In creating a model for system replacement, integrated on-board systems are
considered. The integrated on-board system can access both data fields of the
digital ATC and analog ATC systems. This is because the analog ATC and D-ATC
adopt different signal frequencies which separate the data fields.

Since the on-board system is integrated with the analog ATC and digital ATC,
both signals can be read. Therefore, system SD can be built without considering
coordination with Sa. When construction of SD is finished, Sa and SD coexist. On the
other hand, on-board systems will be replaced with integrated ones successively, and
all the trains are to have ultimately integrated systems. Train Tj with an integrated
system can access both types of data fields and test the digital ATC system while
executing control with the analog ATC system. After the coexisting period, Sa will be
removed. Then, the system will be the entirely new one (Figure 3.14).

3.5.2 Testing assurance
In this clause, a testing assurance is defined and the total test time based on mod-
eling of the system replacement is described.

3.5.2.1 Definition of testing assurance
Heretofore, when replacing systems, the current system was stopped temporarily,
the digital ATC system was tested before its actual replacement, and then the
current system was switched back on-line after completion of the test. This tem-
porary stoppage of the current system lowered the assurance of the system. How-
ever, assurance can be improved by conducting on-line tests of the digital ATC
system that allow the current system to remain on-line (On-line test: the test during
train service operation).

Under the on-line test environment, the current system is either operated or
stopped. Therefore, the influence to the current system cannot simply be evaluated
by stop time alone but also depends on the on-line testing time. The test consists of
N test items. For each of the test items, the system is tested ni times. And it takes ti
for each test. At this time, the total test time in each test item is ni � ti.

The sum of all the test items as the total test time is then defined as follows:

Total test time ¼
XN

i¼1

ni � ti (3.1)

T1 T2 T3 Tj–1 Tj Tn

Data field

SDSa

PjVj

Figure 3.14 On-board integrated system
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Based on the above, the change in the off-line test is to be combined by introduc-
tion of the on-line test. The total test time of each test item when all systems are
stopped for test is Toff. The total test time when the on-line tests are introduced is
Ton. It is thought that the off-line test obstructs the operation of the current system,
while the on-line test does not obstruct the operation but influences the testing
work. Therefore, we have to shorten the total test time. The ratio of the total test
time when on-line tests are applied to the total test time when all tests are done off-
line is defined as non-assurance. This shows how the load by line tests can be
decreased, and the smaller this value is, the higher the assurance. Therefore, the
assurance of the test is defined in the equation below and Figure 3.15.

[Definition]

Testing Assurance ¼ 1 � Ton

Toff
(3.2)

In this way, as the definition also shows, the testing assurance can be numerically
valued by conducting on-line tests.

3.5.2.2 Number of tests
Considering the total test time of replacement of D-ATC, there are three kinds of
tests for the D-ATC: ‘‘train position detection,’’ ‘‘data creation and transmission,’’
and ‘‘braking control.’’ We set each testing period as t1 � t3, then the total test time
of each test is described below.

1. Train position detection test
To test train position detection, the data field is divided into several sections
and a test is made whether the train position can be detected or reorganized
accurately in each section. Only one test is done in each section. When repla-
cing the analog ATC system with the digital ATC system, the number of tests
to be conducted is the number of sections (S). So total test time is S � ton1 in
the case of on-line test and S � toff1 in the case of off-line test.

2. Data creation and transmission test
The data creation and transmission test checks whether the data for the stop
position are created correctly and transmitted with regard to the position of a
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train in a certain section. The test is conducted the same number of times as the
number of train position detection tests. Therefore, the total test time to be
conducted is S � ton2 for on line test and is S � toff2 for off line test.

3. Braking control test
This tests whether the train controls braking correctly according to the stop
position data. For the integrated system, it is sufficient to send correct control
data to each section; therefore, the number of tests is S. Therefore, the total test
time is S � toff3 same for on line test and off line test.

Therefore, the testing assurance for replacement is as follows:

Testing assurance for system replacement ¼ 1 � ton1 þ ton2 þ toff3

toff1 þ toff2 þ toff3
(3.3)

3.5.3 Application of assurance technology to D-ATC system
3.5.3.1 Continuation of train operation during replacement of systems
Replacement of systems can be split into three stages in correlation with progress
made in replacement work; during construction, testing period, and after actual use
commences.

1. During construction
During the construction period, while operating active systems, digital ATC
systems will be introduced. It is necessary to undertake construction without
interfering with train operation by affecting active systems during the con-
struction period till digital ATC systems start to operate.

2. Testing period
To test digital ATC systems, if we stop the operation of active systems, which
means stopping train operation, this will interfere with stable transportation.
Then a request arises to test the systems while operating trains. In other words,
a design that allows for coexistence of digital ATC and analog ATC systems is
required.

3. After use commences
Even after a digital ATC system has begun to be used, removal of the current
system continues, and both systems will be present together for a while until
the current systems are all removed. Therefore, steps that prevent current
systems from influencing digital ATC systems are necessary.

3.5.3.2 Smooth change of systems
To upgrade a whole system at once is impossible from a construction point of view.
It is necessary to expand a section with a digital ATC system step-by-step and to
replace the system in a short period of time.

Although installation of D-ATC will proceed steadily, the actual startup of use
will not be as soon as construction is completed. Rather than that, exchange to the
digital ATC system will be done in set sections and must be done in one night.
Consequently, it is essential to have facilities that enable exchange to D-ATC done
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with minimal operations since the exchange to starting D-ATC use must be done in
a limited time as described. Specifically, common data fields are set up, data is used
that adds up to whether the D-ATC text is valid or invalid and the on-board
equipment that receives this data selects which system to operate. As a result, it is
possible to check the transmission of digital ATC signals while using the analog
ATC control and to switch systems in a short time just by changing the valid/
invalid information of the digital ATC signal (Figure 3.16) [10,11].

1. Staged expansion of a section with digital ATC system
As construction progresses, sections with the digital ATC system gradually
increase. There are boundaries between sections covered by the digital ATC
system and those by old systems. It is necessary to assure that trains operate
across these boundaries without hindrance. For this reason, at the boundaries
between sections where digital ATC systems are already introduced and where
they are not yet introduced, switching of systems is required and smooth
continuation of operations between them needs to be assured.

2. Rapid replacement
Even when the operation of the digital ATC system is started, there must be no
influence on the operation of trains that run from early in the daytime to late at
night. Therefore, the replacement by the digital ATC system has to be con-
ducted in a short train interval from after the last train to the first train.
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To accomplish this, it is necessary to establish a method for quick replacement
with minimal operations. In addition, in the future, a technique to operate
analog ATC and digital ATC systems together and then sequentially switch to
digital ATC systems will be required (Figure 3.17) [10,11].

3.5.3.3 Coexistence with heterogeneous systems
Railway-signaling-related systems, there are the traffic management system, train
control system, signal control system, and others. These systems are not only
required to operate in harmony without interfering with each other but also to
coexist with other systems surrounding these systems such as business management
system, maintenance work management system, and rolling stock system.

Trains that operate over sections with D-ATC and sections with the analog
ATC or ATS must switch their systems at those borders. The current method
employed is switching both the ground and on-board systems after the train
has stopped. This time, the data fields are made to coexist in switching sections
so that the train that receives data automatically switches the mode of the on-board
equipment in correlation with the data. Train operations can be continued
by employing this method of having heterogeneous data fields coexist in the
same area.

While analog ATC is a system for preventing the collision of trains, ATOS is a
system for conducting appropriate route control in interlocked station yards, pre-
venting train derailing, and other functions. The coexistence of D-ATC and ATOS
is sought for interlocked station yards in which ATOS is installed. In other words,
there is a need to have two systems with differing data fields and needs which
coexist. By placing a converter, mutual data exchanges between systems with
different needs are executed to absorb the needs differences to achieve system
coexistence (Figure 3.18) [12].
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3.5.3.4 Securing safety and maintainability
At an occurrence of system failure in any of the failure modes, it will be no problem
from a safety point of view if all trains on the system are stopped. However, this
hinders continuation of train operation. To secure the continuation of train opera-
tion as much as possible without impairing safety, it is necessary to design system
configuration which can reintegrate to ordinary operation as soon as possible dur-
ing recovery from such failures, securing the continuation of train operation even at
failure occurrences in a range which does not hinder safety.

3.6 A chain of a concept, technology, and a system

JR East (including former JNR) has problems which must be conquered, such as
accident prevention through train control, improvement in passenger service, and
cost reduction. The railway operator has so far developed and introduced various
systems. Needless to say, the development of principal base technology of those
systems is a precondition.

The following technologies are the key technologies.
Induction radio technology for a cab warning device, braking technology for

ATS, track circuit transmission technology for ATC, automatic control technology
for ATS-P, autonomous decentralized techniques and assurance technology for
D-ATC and autonomous decentralized techniques and wireless control for ATACS.

There are three important points in construction of such systems and technology.

1) First, it is important to construct the image of the system that will satisfy needs
and to discern the optimal technology for achieving it.

2) Second, the life of a huge infrastructure system is inevitably long, and it is
requires a large amount of investment to install a digital ATC system. The train
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control system connects with various heterogeneous systems. The important
point is how to adjust these elements so that they do not produce inconvenience.

3) Third, it is railway operator, JR East, who must image the system, design, and
develop it, and strengthen and evolve the whole system. It is indispensable to
have close cooperation with railway equipment suppliers and system vendors
by this leadership.

Therefore, a train control system can be said to be an aggregate of the dynamism of
evolution, not a replacement or an accumulation. In other words, the construction
process of these systems can be called a chain of technology and a system. The
aspect of this chain is shown in Figure 3.19.

As shown in the figure, in the JNR age before 1987, needs for train control
were mainly accident prevention. A prime objective was preventing the recurrence
of following accidents: the Rokken station accident in 1956 (signal misconception),
the Mikawashima accident in 1962 (red signal violation), and the Hirano Station
accident in 1973 (speed excess and derailment).

A ‘‘cab warning device’’ was created by development of ‘‘inductive radio tech-
nology,’’ ‘‘ATS’’ was created by development of ‘‘braking technology,’’ ‘‘ATC’’ was
created by development of ‘‘track circuit transmission technology,’’ and ‘‘ATS-P’’
has been created by development of ‘‘automatic control technology.’’ As the devel-
opment of countermeasures against accidents was completed during the JR age, after
privatization, customer needs evolved from countermeasure against an accident to
include factors such as the degree of comfort and flexibility of operation. Corre-
sponding to this trend, ‘‘autonomous decentralization’’ and ‘‘assurance technology’’
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were developed, and ‘‘D-ATC’’ was installed in the metropolitan area. Subsequently,
‘‘wireless control technology’’ was also developed and the operation of the
‘‘ATACS’’ began.

When building a system for a railway, there is no need to mention that securing
safety is a basic premise. However, in today’s society, the need for securing
stable operation is increasing and how securing stable transportation can be
achieved is important. For this reason, under any circumstance, reliable operation
of systems is required. With the recently developed railway signaling system, by
using assurance technology how this need was solved was described, giving an
actual example. In addition, in improvement of systems or coexistence with exist-
ing systems, flexible correspondence is possible. To sustain stable operation, sys-
tem configuration and maintenance was made to be easy to handle. Furthermore,
the technical possibility of replacing a system in stages with different degrees of
life was discussed.

Assurance technology is expected to function as an important infrastructure in
the field of signaling systems in the future. Moving toward the actual construction
of a digital ATC system, further studies will be conducted and the assurance
properties will be heightened even more.
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Chapter 4

ATOS (autonomous decentralized transport
operation control system)

Kazuo Kera1, Satoru Hori2, and Takashi Kunifuji3

Abstract

In traffic-management system (TMS) for existing lines of a metropolitan area, there
was a limit in the control of a large station in the centralized TMS based on the
conventional CTC (centralized traffic control). In the case of TMS, all information
is gathered and judged based on train schedule, namely train diagram and train-
tracking data, in the center, and is controlled via CTC. For this reason, it is difficult
to control all stations in a metropolitan area, which have many large stations,
making introduction of the system difficult. Development to resolve this big issue
was done in the Tokyo autonomous decentralized transport operation control sys-
tem (ATOS). It is a total system that carries out transport operation control and
signal control of the existing 24 lines in the Tokyo metropolitan area. It is the
largest system in the world, covering complex and high-density operations of
existing lines (minimum headway of about 2 min). Its features are as follows: (1)
Including the electronic interlocking system into the transport operation control
system, constituting an ATOS that arranges the diagram and route-control function
at the station. This makes automatic control of line with complex large stations
possible. (2) Even when the diagram is disturbed by any accident, it is a system that
can quickly recover the diagram by the operation adjustment function that the
operator can operate with the diagram-based operation*. (3) When the concept of
new interlocking logic which integrates maintenance work management function
was considered, the management of occupancy information of track was adopted to
interlocking logic by the method of exclusively controlling this track occupancy
information. (4) By adopting autonomous decentralized system (ADS), online
testing of the system and step by step system construction of the system became

1Railway System Consultant, Kera Consarutant Office, Japan
2Hitachi, Ltd, Japan
3East Japan Railway Company, Japan
*The train schedule diagram is displayed on the screen and the operation method in which the diagram is
directly changeable by mouse operation.



possible, it became easier to construct a large scale system step by step and to
partially replace. In this way, ATOS contributes greatly to the system construction
of large-scale and complicated line sections.

4.1 Introduction [1–3]

Traffic management on railway is to ensure safe and stable transportation, that is,
to manage the quality of transportation. The traffic is managed according to a
predetermined timetable, but the timetable is often disordered due to natural dis-
asters, accidents, or other causes. Hence, train-rescheduling tasks are carried out
to restore the timetable to the original plan. Train-rescheduling task means
that collecting various situations related to the train operation, creating a new
operation plan based on the situation, controlling the station signals, providing
passenger information, and maintenance work management are carried out
according to the new plan. Since many operations related to traffic management
were carried out manually, eradication of human error and improvement of the
efficiency had been a challenge.

In the Japanese case, systemization of traffic management has been promoted
since the 1970s. The typical system is centralized traffic control (CTC), and it is
still being introduced from the local lines to the main lines, even in the case of the
Shinkansen throughout Japan. But it is difficult to apply it to high-density lines in
the Tokyo metropolitan area because of the performance of computers and trans-
mission speed of communication lines. In this reason, systemization of the traffic
management in the Tokyo metropolitan area was not realized even in the late
1980s.

After privatization, each JR, which inherited Japanese National Railway,
started its own improvement of the traffic-management system (TMS) to realize
transport service optimized for the region. In particular, in JR East, the moder-
nization of the traffic-management task in the Tokyo metropolitan area was an
urgent management issue, and JR East started development of the brand new TMS
named ATOS in the early 1990s.

In the development of ATOS, JR East aimed for a comprehensive TMS that
improves the efficiency in its management and customer service by incorporating
all operations related to transport operation into the system, including those that
have been performed by the manual due to technical difficulties.

Specifically, those are modernization of command task, improving efficiency
of traffic-management task at the station, and improving safety and efficiency in
maintenance of work-management task.

System architecture for the new TMS is not centralized system based on
the conventional CTC’s technology, but autonomous decentralized system (ADS).
In this system, the traffic-management function based on information technology
and the signal control function based on control technology are integrated into one

86 Autonomous decentralized systems and their applications



intelligent station-control system. The data field (DF) architecture that is the core
concept of the ADS enables one to integrate these heterogeneous functions.

As a result, information is shared between the central train command system and
the station control system, enabling safe, efficient, and flexible information control.

Below, the basic concept of transport operation control system and, as concrete
example, autonomous decentralized Tokyo area transport operation control system
are described.

In Section 4.2, outline of ATOS is mentioned, which includes the system
concept and outline functions. In Section 4.3, advancement of ADS is mentioned,
which includes important expansion of online testing function. In Section 4.4, the
step-by-step system construction technology for large-scale transport operation
control system is mentioned. Finally, this part is summarized in Section 4.5.

4.2 Outline of ATOS (autonomous decentralized transport
operation control system) [4,6]

4.2.1 Issue of transport operation control system
When considering the introduction of a transport operation control system to the
existing urban area intercity line, the issues are organized as shown in Figure 4.1.

In terms of safety, a signal system such as automatic train protection has been
introduced, but in the metropolitan area, the route control according to the diagram
and the operation adjustment to recover the diagram are needed when the diagram
is disturbed by the operation management from the viewpoint of improving the
efficiency of operations. It is also necessary to change the dispatching task, and
crew-directive system from the dispatching method via the station staff to the direct
dispatching method of ‘‘dispatcher–driver (crew)’’ and to further improve the
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Figure 4.1 Issue of transport operation control system
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efficiency of the station operation is there. The signal operation at the station is not
only important for the traffic control for main line but also for the shunting and the
systematic safety management of the maintenance work. Services to passengers
from the perspective of bridges are also necessary to provide more detailed pas-
senger information or to provide accurate operational information at the time of
occurrence of an accident.

From the above, in constructing the transport management and operation
control system, it is an important task to control comprehensive transport man-
agement information considering the dispatching system, efficiency of peripheral
operation of the station, from the system of the train route control.

4.2.2 Concept of transport operation control system [4,6]
4.2.2.1 System architecture (centralized and decentralized systems)
The system architecture of the transport operation control system is described.
Figure 4.2 shows the architecture of the centralized and the decentralized systems.
Historically, the transport management operation control system has been developed
as a centralized system of hierarchy structure based on CTC, on which a route-
control system and an information-processing system are introduced. Although this
structure is good for mainly route-control function, when considering the expansion
to the transport management operation control system, it is necessary to control the
information of station level and to make the station intelligent. There is a limit in
CTC’s slow communication line. Therefore, the ATOS is introduced, which carries
out route control and other transport management tasks at the station level
autonomously.
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4.2.2.2 System architecture and characteristics
The system architecture of the transport operation control system uses an ADS,
whose concept is as follows:

1. Place route control at the station level and communicate all of stations by a
high-speed network.

2. By adopting a high-speed network (100 Mbps), total line information can
be shared between operation center dispatchers and station staffs and many
traffic-management relevant staffs.

3. For the man–machine communication of the operation center, dispatchers WS
(work station) and personal computers (PCs) are used. And for servers and
other equipment, real-time control server (RCS) and general-purpose con-
trollers are adopted as constituent equipment of the system.

4. Reliability availability safety (RAS) data collection and software maintenance
of the entire system is carried out from the center as centralized management.

5. By adopting an ADS, it is configured so that it can operate both in the station
system alone and in the entire line section. In addition, the failure of the station
system does not affect the operation of the whole system.

6. Using the online test function that is a feature of the ADS, the system can be
tested at the system construction stage in parallel with online operation. (Refer
to Section 4.3.1 for details.) In addition, the system can be constructed step by
step from the part. It also enables partial replacement of the system. (Refer to
Section 4.4 for details.)

4.2.3 Overview of autonomous decentralized Tokyo area transport
operation control system

4.2.3.1 System overview
East Japan Railway Company decided to introduce a transport operation control
system in the main line section of the Tokyo metropolitan area in order to modernize
the transport management operation work in that area. In the plan at the project start,
the target route is a 19-line section including Chuo line and Yamanote line. The total
line length is about 1,050 km, targeted station number is about 270. It is far beyond
the transport operation control system and scale which had been introduced in the
conventional line section. Figure 4.3 shows the target lines at the project start and it is
expanded to 24-line section in 2018.

4.2.3.2 System target
The purpose of this system is as follows:

1. Improvement of transport management work: For this reason, the conventional
TMS was the main line control system, whereas the system aims to improve
the shunting work in stations and yard and maintenance work management,
which is a burden of station staffs and dispatchers in operation center.

2. Improve service to railway customers: For this reason, it connects with the
passenger information system, provides detailed guidance broadcasting and
display, accurately provides information on train operation (train schedule,
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train delay information) to relevant departments such as stations and drivers
districts through the information terminal. It is for improving service.

3. Ensuring the safety of maintenance work and improving efficiency of main-
tenance work management: Safety measures to prevent train from entering the
maintenance work area. Increase efficiency of maintenance work planning task
and maintenance work management procedure, also efficient inquiry of
operation information.

4. Increase efficiency of transport operation control work: Improvement of man–
machine communication and efficient operation of dispatcher’s work in
operation control center (OCC) using WS.

5. Step-by-step construction of large-scale system: Being able to construct a
large-scale system step by step by making full use of the online testing function
of the ADS.

4.2.3.3 System configuration and characteristics [6]
System configuration concept
ADS is constructed with the station systems as the core. Also, at the construction
stage of the system, it is impossible to build a system of about 300 stations at once;
therefore, step-by-step construction way has to be adopted. For this reason, the
station system alone is made operable, and further the system can be operated as a
whole system.

The configuration of this system is shown in Figure 4.4. The station PRC
(programed route-control) system is located at each station and is responsible for
route control, shunting control, and passenger information system. The line section
management system of the OCC and each station are connected by an optical high-
speed network of 100 Mbps, and the operation monitoring data are transmitted from
the station PRC to OCC in real time, so that the operation condition can be fully
grasped on the dispatcher’s WS screen. When the diagram is disturbed, a recovery
diagram is made on WS by the dispatcher in OCC, then the recovery diagram is
transmitted to PRC system at each station, changes the diagram, and carries out the
route control.
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System monitoring and remote maintenance [7]
As it is distributed over a wide area, management of the operation state of each
station, collection of RAS data at the occurrence of system failure, and manage-
ment of distributed software are major issues. Figure 4.5 shows the management
method of large-scale distributed software.

1. System monitoring: The system-monitoring method regularly collects the opera-
tion status of all the devices to OCC monitoring system. It is also possible to start
and stop the normal system by operating from the system-monitoring terminal.

2. Remote maintenance of software: Regarding the maintenance of distributed
components in a wide area, it is possible to collect RAS data at the system
failure to show the data to system-monitoring terminal in OCC through the
network. Software maintenance can also be remotely loaded from the central
development support system through the network.

4.2.3.4 System main function and characteristics
New type electronic interlocking system [4]
The interlocking system is a core equipment for ensuring the safety of train operation.
Although this history was originally realized by relay logic, the electronic interlock-
ing device formed dedicated devices by using electronics next, and dedicated logic
was constructed. Since it was dedicated on the other hand, it had difficulties in terms
of functionality extension and maintainability. Therefore, a new electronic inter-
locking system is developed, based on a triple system (2 out of 3) of a general-purpose
controller. In addition to the normal interlocking function, it is possible to set
the maintenance working area and set the route of the maintenance car. Also, the
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interlocking logic is designed to store the interlocking table as it is in the controller
and interprets it and executes it. Therefore, maintainability of interlocking logic has
dramatically improved. Above all, the wonderful thing about this new type of elec-
tronic interlocking system is that it is organizing interlocking logic using software,
which enabled us to incorporate the logic of maintenance work management. The
interlocking system is a key to safety, and ensuring the dangerous side failure rate is a
critical issue for this new electronic interlocking system. This new type interlocking
system is developed at the time of development in 1994 and the dangerous side failure
rate is 10�12/h or less. This is the level that clears the current safety integrity level 4.

Control of large stations
On the conventional line in the Tokyo metropolitan area, there are many line sec-
tions with a rolling stock depot and large stations where the number of signal is
about 500. In these large stations, the TMS only displays the position of the trains
or control status of the signals in the stations, furthermore train operation such as
signal control or train rescheduling are carried out by manual.

The reason for this is that the conventional TMS is a centralized system based
on the CTC, concentrating information-related train operation at the train command
center; train command arranges the timetable based on the traffic situation which
changes in real time and controls the signals of the station. It was impossible to
control a large station using a computer with low throughput and a communication
line with small capacity.

However, ATOS adopts an ADS, a distributed PRC is installed at the station,
and a timetable is held so that the signal can be controlled. This makes it possible
to control large stations. As a result, even in the case of a conventional line in the
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Figure 4.5 Large-scale distributed software management
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Tokyo metropolitan area, automatic route control can be performed consistently for
all the lines. This is also an advantage of introducing an ADS.

Maintenance work management [4]
In order to secure the safety of train operation and to prevent accidents of workers
during maintenance work such as rail exchange and track maintenance, it should
have to prevent trains from entering the area of the maintenance work place and
during the time period from the start to the end of work. In the past, because it
relied on communication by human system, efficiency was not good, and accidents
sometimes occurred. For this reason, in this system, the maintenance worker has a
wireless (or wired) handy terminal whose maintenance work plan has been loaded
in advance and directly inputs the work scope, work start, and end time to the
maintenance work management system. On the other hand, the maintenance work
management system systematically checks it and interlocks not to let trains enter
the corresponding place and time zone.

Designation of the working range is made possible for each track circuit. It is
also possible to set the route of maintenance cars using this wireless handy terminal.

With these, maintenance work management system which had traditionally
relied on the human system is realized. And it dramatically improved its efficiency
and safety of the maintenance work management. Regarding safety, confining
logical judgment into the new type electronic interlocking system with high safety
design, securing data reliability by terminals and communication paths by proto-
cols, and ensuring safety as a maintenance work management system were taken
care of. The dangerous failure rate of this system is less than 10�10/h.

With these, we have succeeded in automating the task of maintenance work
management that had traditionally relied on the human system, and dramatically
improving its efficiency.

Maintenance work management system is shown in Figure 4.6.

Passenger information
At concourse and platform of each station, departure guidance displays and audio
broadcast system are installed. Make detailed guidance corresponding to the type
of train (limited express, ordinary train, etc.). Delay indication when train delay

Wireless
handy terminal 

Maintenance work management 

Interlocking system

Station PRC

Station
system

Electronic interlocking
system, wireless handy
terminal and protocol

between them ensure safety

Figure 4.6 Maintenance work management system
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occurs and message display input by human are also made available. In addition, it
has a terminal that displays train traffic status at each station. These contribute to
improvement of passenger information service.

Central command system
Manage the operation of each line section at the central command center. Instead of
conventional CTC’s large-sized display board, it displays operation by WS and
displays execution schedule and operation record in train diagram chart format on
WS. Train operation also has greatly improved operability by operating ‘‘streak’’
on the chart on WS as it is.

Here, from the viewpoint of integration of information and control, consider
the recovery method when the transport disorder has occurred. TMS has a
timetable as a plan, and signal control is carried out according to the timetable.
When the transport disorder used to occur in the past, since changing procedure of
the timetable was not easy, station personnel used to control the signal manually.
As a result of this operation, the timetable did not match with the control state of
the signal, and it was supposed to prolong the influence of transport disorder.

Therefore, it is easy to change the diagram by operating the ‘‘line’’ on the chart
of the WS screen as it is, so when the transport disorder occurs, first the timetable is
changed and as a result, signal control follows it. By controlling the information, by
actually controlling the signal, information can be quickly communicated between
the commands in the change command center and information can be transmitted to
the relevant department even when the transport disorder is occurring. The ATOS
makes it possible to deliver and be consistent with the train traffic information
among train command, stations, train crew depots, and maintenance depots sys-
tematically. For the train commander, the operation efficiency was greatly
improved by shifting from complicated timetable adjustment operation to directive
operation mainly based on judgment. Figure 4.7 shows the screen of operation
adjustment and operation monitoring.

Diagram adjustment screen Train traffic monitoring screen

Figure 4.7 Diagram adjustment and train traffic monitoring
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4.3 Advancement of ADS technology

4.3.1 Online testing
In order to test new system with existing train TMS running, online testing of ADS
was applied. On testing, it takes a lot of time to make test data and decide gen-
eration timing of test data. In addition, it is very difficult on testing of large-scale
system because relation of function modules is complicated. Thus, online testing
can greatly reduce the load of test preparation when testing large-scale train TMS.

The system expands in two parallel phases: station-computer subsystem addition
and application programs addition or modification in station-computer subsystems.

On subsystem addition, a new station-computer subsystem needs to be added
to already operating station-computer subsystems without stopping the existing
subsystems’ operation and be tested using online data. Only after the operation of
the added subsystem is verified, the subsystem starts actual operation. In general,
online testing is essential in mission-critical real-time computer-control systems.

On application programs addition or modification, new application programs
are added to application programs installed in station-computer subsystems, or
installed application programs are modified. In these cases, tests using online data
are also necessary.

4.3.1.1 Online testing for subsystem expansion
In the following, the online test techniques for the expansion of subsystems and that
of the application programs are respectively presented.

First, online testing for subsystems expansion is described. At certain points in
the step-by-step construction of widely distributed train-traffic computer-control
systems, a newly constructed station-computer subsystem is added to the DF of a
train-line network. The subsystem needs to be tested using online data as a final
check as to whether it normally works. At this time, online data are sent from the
subsystems in online mode and test data are sent from the subsystems in test mode
in the train-line network. Likewise, when a newly added computer of a station
subsystem is tested, both online data and test data flow in the local Ethernet.

In general, online data are more important than test data for the purposes of train-
traffic control systems. Test data, however, is also important to improve the reliability
of station computer subsystems. Hence, it is required that these two kinds of data
coexist without disturbing each other. In order to permit this, each DF in the three
kinds of networks (two Fiber-Distributed Data Interface (FDDI) and one Ethernet) is
logically divided into online DF and test DF. Only online data flow in the online DF
and only test data flow in the test DF.

A computer in online mode or test mode connects to both the online DF and
the test DF and distinguishes online data and test data by their content code (CC)
(Table 4.1). Each computer works as follows (Figure 4.8):

1. A computer in online mode
(i) receives and processes online data,

(ii) receives test data but does not process it, and
(iii) broadcasts online data.
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2. A computer in test mode
(i) receives and processes online data,

(ii) receives and processes test data, and
(iii) broadcasts test data.

4.3.1.2 Online testing for application software expansion
Next, online testing for application program expansion is described. There are two
diagnostic components to verify application software (AP) in ADS: a built-in tester
(BIT) and an external tester (EXT). Online testing of AP is carried out using the
BIT and the EXT.

The BIT is a testing management module installed in an autonomous con-
trolled processor (ACP) of each subsystem. It attaches a test flag to test data and
suppresses output according to the configuration.

The EXT is AP and connected to a DF. It receives messages broadcasted from
APs and verifies APs by comparing the messages from several APs. The functions
and installation location of the EXT for non-real-time management AP and real-
time control AP are provided in Table 4.2.

4.3.1.3 Online testing for non-real-time management APs
An online testing technique using the EXT for non-real-time management APs and
real-time control APs is described next.

Application
programs

Application
programs

ACPACP

Online mode Test mode

Test data field

Online data field

Figure 4.8 Separation of online data and test data

Table 4.1 Relation of data and mode

Data Online mode Test mode

Online data ● Receives data
● Processes data

● Receives data
● Processes data

Test data ● Receives data
● Does not process data

● Receives data
● Processes data
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An online testing technique for non-real-time management APs is shown using
an example of train-traffic rescheduling AP (Figure 4.9).

In the example, the train-traffic rescheduling management computer and the
passenger information control computer are in test-mode and the train-traffic-
management computer and RCS are already operating. The online testing technique
for the train-traffic rescheduling AP in the train-traffic rescheduling management
computer is as follows.

The EXT for non-real-time APs testing is installed in an operation room and
is connected to the management subsystems by Ethernet. The CC of re-scheduled
timetable data is registered in the CC in the ACP of the EXT.

1. An operator’s inputs changed data of train-departure sequence on the terminal
of the train-traffic-management computer. For example, the operator inputs the
data that indicate that the departure sequence of train 1464M and that of train
4012H from Takao station on the Chuo line will be exchanged.

2. The train-traffic-management computer broadcasts the message that consists of
the data as provided in Table 4.3.

3. The train-traffic rescheduling APs receive the message with the CC of
rescheduled train-departure sequence data and change train-traffic scheduling
table, which includes all train-traffic schedule data of the line of the day,
according to the data in the message. The size of the timetable data is 4 MB. The
changed data include the train number (e.g., 4012H), station names through
which the train passes, the departure time, and the arrival time of the train of
each station. The length of the changed data is a maximum of 8 kB.

4. The train-traffic rescheduling APs broadcasts the message that consists of the
data as provided in Table 4.4 in order to transmit the rescheduled timetable data.

It is necessary to check whether the message sent is broken or not because
the message is large and is possibly broken.

5. The EXT for non-real-time management APs receives messages with CC of
rescheduled timetable data if the CC is registered in the ACP of the EXT. The
EXT receives two messages because the messages are also sent from the
replicated train-traffic rescheduling AP. The EXT compares messages and
checks whether messages are identical or not.

6. A timetable-display AP in the passenger information control computer in test
mode needs to receive messages with CC of rescheduled timetable data. The
ACP in the computer receives the messages broadcasted from the replicated

Table 4.2 Functions and installation location of the EXT

Type Functions Installation location

EXT for non-real-time
management AP

Checks whether the message is
broken or not

In an operation room

EXT for real-time
control AP

Checks the output-timing of data
sent from APs

On site because it is essential to
check critical timing of data
sent from real-time APs
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train-traffic rescheduling APs and compares these messages. If the messages
are identical, the ACP sends the message to the timetable-display AP. If the
messages differ, however, the ACP discards the messages. In this way, the
timetable-display AP can receive the correct message. A train-route control AP
in the RCS in online mode also needs to receive the message with CC of
rescheduled timetable data. The ACP in the computer discards messages with a
test flag because the computer is online. In this way, already operating RCSs
are not disturbed.
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Train-line monitoring subsystem

Train-line monitoring subsystem

Real-time control computer

Train-route
control AP

Train-route
control AP

Train-line network

Passenger information
control computer

AP AP
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EXT
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non-real-time APs
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Figure 4.9 Detailed structure of the system
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By the above sequence from 1 to 6, the online testing can verify the consistency of
non-real-time management APs without interrupting the system operation. It does
not disturb already operating subsystems because ACPs in online computers
receive only online data but reject test data.

4.3.1.4 Online testing for real-time control APs
Non-replicated APs testing
1. Online testing for train-tracking module: An online testing technique for real-

time control APs is shown using an example of the train-tracking module and
route-control module. The test system architecture for the train-tracking module
is shown in Figure 4.10. Expanded subsystems (a real-time control computer, an
electrical route-switching device, an I/O controller, and a train-tracking module)
are connected to the existing electrical route-switching device and the expanded
subsystems can get the real control data from existing sensors and electrical
route-switching device. The timing specification is determined as follows:

(i) The sensor sends state information of signals and devices (SD), and
train-position (TP) in its control region. The synchronizing unit is con-
nected to the sensors and gets SD and TP.

(ii) The synchronizing unit is also connected to the existing electrical route-
switching devices. It gets state information of the train-route-interlocking
device (TRID) and sends SD, TP, and TRID to the expanded electrical
route-switching devices.

Table 4.3 Message of rescheduled train-departure sequence

Item Value

Content code Code that indicates rescheduled train-departure sequence data
Flag Online flag
Message sequence number For example, #1 to the first message
Data Changed data of train-departure sequence which include Takao

station, train-number 1464M, and train-number 4012H

Table 4.4 Message of rescheduled timetable data

Item Value

Content code Code indicates rescheduled timetable data
Flag Test flag because the train-traffic rescheduling management

computer is in test mode
Message sequence number For example, #1 to the first message
Data Train number (e.g., 4012H), station names through which

the train passes, the departure time, and the arrival time
of the train of each station
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(iii) The train-number detector receives the train number and sends it to the
train-tracking monitor.

(iv) The train-tracking data are broadcasted by the existing electrical route-
switching device. The train-tracking monitor displays the state of SD
and TP.

(v) The expanded electrical route-switching device is replicated as triplex-
sequencers, and they are connected to the synchronizing unit to receive
the real-time data, SD, TP, and TRIO. They broadcast the tracking data
to the expanded real-time control computer. The timing specifications
are evaluated to ensure that the data-read timing of the expanded triplex-
devices allows all cyclic data, such as SD, TP, and TRID, to be received.
They are evaluated by receiving the broadcasted train-tracking-data. If
the data-read timing is too slow to catch the SD, TP, and TRID, the train-
tracking-data may indicate inconsistent motion of trains, signals, and
TRIDs. These sequence-checking methods are described in Figure 4.10.

(vi) The train-tracking module is installed in the expanded real-time control
computer. It receives the tracking data and broadcasts the train-tracking
data. The EXT receives the train-tracking data from the existing train-
tracking monitor and the expanded train-tracking module. The EXT
makes the sequences of the train-tracking data from the online data and
the test data with the test flag. The sequences of the train-tracking data
are consistent if the following conditions are satisfied.
(a) The control sequences of signals and TRIDs of the same trains are

identical in the online subsystem and in the test subsystem.
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Figure 4.10 Online testing for train-tracking module
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(b) The difference of the time when the real-time tracking data, which are
sent every 600 ms, are sent from the existing train-tracking monitor
and the time when the data are sent from the expanded train-tracking
module is within a few milliseconds. The difference of the time of
train-tracking data, which are sent every 2.4 s, is within 20 ms.

(c) The testing is executed for 1 week. After the testing finishes, the
timing specifications of all expanded subsystems are fixed.

2. Online testing for route-control module: Online testing of the route-control
module is basically evaluated by the following criteria (Figure 4.11):
(i) Verify that the operation cycle is short enough that the route-control

module can receive tracking-data. This is the most critical real-time
performance indicator of control software. If the control software cannot
receive signal or train state, serious accidents may occur. If the state is
recognized less frequently than every 600 ms, when unpredictable signal
state occurs due to operator’s actions or the fail-safe logic, the module
cannot calculate control output considering the signal state, which causes
a control error. Thus, system engineers must check the performance of
the state recognition.

(ii) The interval of the control signal outputs of the route-control module is
under 2.4 s.

Replicated APs testing
When important AP, such as the train-tracking module or the route-control mod-
ules, is replicated, the replicated AP is tested as follows:

1. Check consistency of the output data of replicated AP. The replicated AP must
receive the same tracking data in 600 ms and send the same control signal in 2.4 s.
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Figure 4.11 Online testing for route-control module
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2. Compare the output of newer version control software and that of older version
control software. When newer version software is implemented, the real-time
performance must be compared with online operating software (the older
version). The comparison criteria of real-time performance are the same that of
(1). The newer version software is validated by confirming that the control
sequence of each train calculated by the older version software and one cal-
culated by the newer software are identical. The testing is executed in the
following environment (Figure 4.12):
(i) DF isolation: The test DF is isolated from the online DF. The testing

equipment is connected to the test DF and testing is executed only in this
DF. The two DFs are connected to the ACP that operates as a gateway.
It passes the online data to the test DF so that online data can be used in
the test DF and prevents the test data flowing into the online data filed.
This isolation mechanism ensures the real-time performance of the online
subsystems.

(ii) Parallel execution of the online module and the test module: The BIT in
the test module receives the online data from the test DF and executes the
route-control module. The BIT also attaches the test flag to the data from
the route-control module and sends it to the test DF. In the test DF, there
is also online data from the online route-control module. The EXT con-
nected to the test field monitors data from both the online module and the
test module. With this testing mechanism, parallel testing can be exe-
cuted during online operation.
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Figure 4.12 Data field isolation for online comparison testing
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4.3.2 Self-correction [6]
In order to make train TMS reliable, subsystem self-correction technique was
proposed using fault tolerance technique of ADS.

In existing system, self-diagnosis technique was used. This technique enables
subsystem to detect its failure when it behaves abnormally or receives erroneous data.
With this technique, subsystem can detect its failure but cannot correct its behavior.

In ADS, subsystem is connected DF and can receive multiple data sent by
other subsystems that have the same CC included in the data it sends. Using these
data, subsystem cannot only detect its failure but also correct its data or restore
related function module.

This section described the three extended features of ADS technology: func-
tion enhancement of DF for information control integration, online testing, and
self-correction.

Enhanced DF and online testing were applied to already existing railway sys-
tems. Using these techniques, development time could be shortened and main-
tenance and renewal cost could be cut down. They can be applied to not only
railway systems but also other widely distributed real-time systems and can con-
tribute to development period and cost reduction.

4.4 Step-by-step system construction technology for large
transport operation control system

4.4.1 Outline of large transport operation control system
As an example of the large transport operation control system, there is Tokyo metro-
politan area ATOS, which consist of 19 train lines with 270 stations, and total length
1,050 km. That is a large system covering the entire railway network in Tokyo
metropolitan area.

In the conventional way, this system had to be constructed as conventional
centralized TMSs of the each line sections. For this reason, the partial expansion
such as the functional enhancement, the terminal or computer version up had to be
waited until next system replacement time. Originally, it should be a system that
can be replaced, expanded functions, and increased performance as necessary, but
since it adopts a centralized TMS on a line section basis, it had to be waited until
large system replacement.

The system does not consist of a conventional centralized operation control
system. It has intelligence on a station level. It consists of an ADS to enable each
station to systematize its complex operations. The central system and the systems
of each station are connected with an optical network of 100 Mbps. The hardware
used consists of small general-purpose components (workstations, PCs, controllers,
and small servers) to construct a system in an open system environment. The por-
tion required to be reliable consists of a duplex or other redundant system.

Such a system must have an architecture designed with much consideration to
reliability, expansion and maintainability. It is true that the reliability of the system
and that of specific devices are both important. Yet more important is system
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assurance, including the methods to ensure system expansion, recover from a
damage by an expansion failure (should such a failure occur), and prevent adverse
effects on the entire system while performing online system expansion.

In order to expand or partially replace the system while the system is in
operation, it is necessary to provide protection measures to avoid interference from
the test system to the online system. Or it is difficult to construct a system at once
or replace it, so it is necessary to construct a system in a step-by-step way. These
are called system assurance technology.

Following is a description of how assurance technology is applied to ATOS,
which is a representative railway transport operation control system introduced by
East Japan Railway Company [8].

4.4.2 System construction issues and assurance

1. Coexistence of heterogeneous functions
ATOS is a large-scale ADS, in which the information function is realized in a

network-wide manner together with the route control. The conventional cen-
tralized TMS adopts a hierarchical structure, the control and information function
has a hierarchy of computer systems, and communication lines are also divided.
However, ATOS coexists with control and information function. By adopting
such a configuration, although it is possible to make an efficient system config-
uration, it is conceivable that mutual influence is caused by coexistence of
different functions such as control and information function. For example, when
a disturbance of the diagram occurs, an inquiry from many terminals rush to
raise the traffic peak of the information function, thereby affecting the control
response.

It is necessary a mechanism not to cause such a situation.
At the system construction stage, it is necessary to conduct a test during online

operation. This is also coexistence of two heterogeneous functions, online
function and test function. Even if there is some interference from the test sys-
tem to the online system at such a time, it must be able to protect it online.

2. Step-by-step system construction
ATOS is a large-scale ADS incorporating not only the TMS but also the

signal system such as the electronic interlocking system, and also the infor-
mation service function. Construction of such a system cannot be constructed
and operated at once because of the big size of the scale, so it is inevitable to
construct a system step by step. The conventional TMS is a centralized system
and has a hierarchical structure of ‘‘TMS–CTC–Interlocking system,’’ each of
which is separated as a system, the construction order first establishes inter-
locking device, CTC. As for the TMS, we have two systems of old and new,
and use the new system only at the time of the test until the completion of the
construction of the whole system, return to the old system at the end of the test,
and switch to the new system all at once.

However, the large-scale ADS such as ATOS has the route-control function
of the electronic interlocking system and the TMS as a station system, and
furthermore the information processing can be operated as a station system by
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including it as a station system. It has a constitution. Also, since the electronic
interlocking system is integrated with the signaling equipment at the site, there
is a need to start using the electronic interlocking system/station route-control
function every time when changing the signaling system. This concept is to
allow the system to be constructed and operated step by step during online
operation, and it is a concept that it is possible to gradually grow the system
step by step. ATOS is a large-scale growing system.

3. High assurance system
As mentioned above, a large-scale ADS can be said to be a growing system in

which heterogeneous needs coexist. Here, the heterogeneous needs indicate
coexistence of different functions such as control and information service. In
addition, system growth shows system expansion during online operation and
step-by-step system construction. On the other hand, however, the expansion of
such online systems is risking the reliability. Therefore, a mechanism and tech-
nology are needed to assure stable operation of the system when the system is
expanded. Therefore, a high-assurance system has been proposed as a system to
assure stable operation of growing systems coexisting with different needs [11].
Table 4.5 shows the issues in system construction.

4.4.3 Application of assurance technology [7,8]
Following is a description of the assurance technology for guaranteeing system
operation in the process of step-by-step system construction.

1. Issues and assurance technology in system construction
Figure 4.13 shows assurance technology as a set of solutions to the issues of

system construction. To guarantee system operation in the construction process,
there is a precondition consisting of a mechanism that tolerates an online system,
test system, coexistence of a construction system, protection of an online system,
or the coexistence of other different operation systems in order to ensure testing
and construction while online. In addition, there is the optimization of a con-
struction sequence for step-by-step system construction as an assurance technol-
ogy. Following is an overview of the various technologies.

Table 4.5 Issues in system construction

No. Issue Description

1 Step-by-step system construction Optimal construction sequence for step-by-step
construction

2 Nonstop system expansion Construction while online, and expansion by partial
stoppage

3 Coexistence of online and system
construction

Configuration of operation modes, and adaptation
to transitions and changes to operation modes in
the case of an expansion failure

4 Protection of online disturbance
from construction system

Data protection from other systems on an online
network
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2. Management and adaptive control of heterogeneous operation modes
(i) Configuration of heterogeneous operation modes

For system construction in parallel while online, the system comes
with such system modes as online, test, unconstructed ones. It also has
three operation modes (station independent mode, neighbor-linked mode,
and center-linked mode) according to the construction stage of the sys-
tem. These operation modes are effective for step-by-step system con-
struction, and also as a fault-tolerance function in the case of an anomaly.

(ii) Management and adaptive control of operation modes
In the construction stage of the system, the operation mode changes

according to the construction status of the system. For example, when a
system for one station is constructed and put into operation, it shifts to the
station-independent mode. When the system construction for a neigh-
boring station is complete, the system shifts to the neighbor-linked mode.
Then, when the system construction for all stations and the central system
is complete, the system shifts to the center-linked mode.

On the other hand, when an expansion fails and degeneracy is neces-
sary, the system shifts from the center-linked mode to the neighbor-
linked mode or to the station-independent mode.

When (in addition to the relevant station) one station switches to
another operation mode, another station and/or device needs to change its
operation mode.

Figure 4.14 shows an overview of the operation mode control. In an
ADS, all information is inputted and outputted through a DF. When the
operation mode is changed, the system declares to the DF that its
operation mode has changed as a change of operation mode. Other sys-
tems periodically monitor operation mode changes in those other sys-
tems. When they detect the operation modes of those other systems, they
change their own operation modes adaptively.

OMC (operation mode control) thus adaptively controls the operation
mode according to changes in the operation modes of the other systems.
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Step-by-step system
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Nonstop system
enhancement

Protection online from
test under construction
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Step-by-step construction
technique based on
assurance evaluation
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System operation mode
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Figure 4.13 Issue of system construction and assurance technology
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3. Data-filtering technique [10]
Since the system is constructed in parallel while online, various signals are

emitted from a line being constructed to the online system. Whichever system
may be constructed, the online system must prevent itself from being stopped
due to such an event.

A data-filtering mechanism is therefore provided as an assurance technology
to protect the online system. The data-filtering mechanism consists of three
mechanisms. Figure 4.15 shows how the online system is protected by the data-
filtering mechanism.

When operation mode is changed, each system declare
the mode change. Then the other systems follow
autonomously by detection of mode change
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Figure 4.14 Operation mode control
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(i) Data filtering by ACP
Each subsystem in the ADS uses the mechanism of selectively

receiving only the necessary CCs, selecting only the necessary data, and
rejecting other data.

(ii) Data filtering by online and test modes
A test flag is added to the data to make it possible to identify the test

data, so that the online system can reject data provided with a test flag.
(iii) Data filtering with gateway

This mechanism is such that, when networks are interconnected, data
filtering will be performed to ensure that only the data to be actually
used is passed.

The three data-filtering mechanisms described above are used to pre-
vent unnecessary data from going to the online system in quantitative or
qualitative terms. Here, quantitative protection means reduction of traffic
(in packets per second), while qualitative protection allows the passage of
only the items of data with useful CCs without passing useless data.

4. Step-by-step system construction technology [8]
(i) Assurance of system construction

The best construction sequence in step-by-step system construction is
to guarantee ‘‘function volume times available time’’ in a specified per-
iod (mission time) under ‘‘a stable operation of the system.’’

Assurance is defined as ‘‘the capability to adapt to heterogeneous modes
changing over time and guarantee system operation’’ [10]. Consideration of
heterogeneity and adaptability in system construction indicates that hetero-
geneity is ‘‘system construction when heterogeneous modes (such as online
and system construction) coexist,’’ while adaptability means ‘‘system con-
struction in an environment where heterogeneous modes change (degen-
eracy and reconstruction due to expansion and expansion failure).’’

In addition, assurance in system construction can be defined as ‘‘the
capability to guarantee the maximum operation of the entire system
functions in the process of system construction.’’

(ii) Concept of evaluation technology
The assurance (Af ) of system construction was defined by means of an

index of functional reliability to evaluate the maximization of ‘‘function
volume times available time’’ in a specified period.

The Af of system construction can be defined as the average functional
reliability including the entire range of the specified period (mission time)
of functional reliability as shown in Figure 4.4. It can thus be expressed with
formula (4.1). Functional reliability [9] is as shown in formula (4.2).

Af ¼ 1
TM

� �
�
ðTM

0
RtðXtÞdt (4.1)

where TM is the mission time for system construction and Rt(Xt) is the
functional reliability in the system status (Xt) at time (t).
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Rt ¼
X

X

Y S;Xð Þ � P X jtð Þ (4.2)

Here, as shown in Figure 4.16, the area maximization of ‘‘function
times available time’’ means an increase in assurance.

4.4.4 Application results of the step-by-step construction
technology

1. Concept of step-by-step construction of the entire system
The Tokyo area transport operation control system employs step-by-step

construction as a result of assurance evaluation. It also uses assurance tech-
nology described in Section 4.4. The concept of step-by-step construction is as
described in Figure 4.17.

Construction is roughly divided into phases 1–4.

Online start
(t=0) Sd1 start

operation
Sdi start
operation

SdM start
operation

Time (t)

Functional
reliability (Rt)

T; construction time TM The best
solution is
to make
the area

maximum

Rt(Xtm)

Rt(Xti)

Tm
Ti

T1
Rt(Xt1)

Figure 4.16 Definition of assurance evaluation
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(i) Phase 1: Construction of the station devices (making the station ATOS-
compliant)

Each station starts operation by automatic route control in the station
independent mode, after completion of construction. When the con-
struction of neighboring station is completed, the system shifts to the
neighbor-linked mode.

(ii) Phase 2: Construction of central system + connection of station system
(making the line ATOS)

When all stations complete their station system constructions, the
central system has the information regarding all stations, so that it is
completely capable of monitoring the operation status of the entire line.
At that time, the system shifts to the center-linked mode. At this stage,
the line section central system manages the operation status of the dia-
gram the whole line section and the train of the entire line section and
can operate by connecting to all the stations.

(iii) Phase 3: Enhancing the range of operation (construct station devices in
another rail line and connect through a gateway)

In this stage, the communication lines are extended. Similarly to
Phase 1, the station devices will be built step by step. Since the device is
to be connected by network with another rail line, which is already
connected to the network, a gateway is provided to prevent data and
other resources from affecting the online system during the construction.
Different line sections are connected through a gateway.

(iv) Phase 4: Enhancing the range of operation (connection of central and
station devices with another rail line through a gateway)

As in Phase 2, when all the station systems are prepared, they are
connected to the central system, the next line section is completed, and it
operates as a line section. In this way, the construction of all lines is
completed.

2. Effects of step-by-step system construction
(i) Effects for the system constructor side

(a) In the case of step-by-step system construction, construction per-
sonnel planning can be developed in a more leveled manner than in
the case of collective construction.

(b) Few personnel repeatedly participate each construction. It is there-
fore easy to produce a feedback effect by these personnel through
learning, thus making it possible to upgrade the quality of con-
structions one by one.

(c) Step-by-step construction keeps the expansion risks lower than
collective construction.

(ii) Effects for the user’s side
(a) In the step-by-step construction, online operation begins after each

step is completed. It therefore enjoys the effect of systematization
better than in the collective construction where the system is put into
operation only after the construction of the entire system is
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completed. Therefore, when comparing the step-by-step construction
and the collective construction, the step-by-step construction can be
operated earlier from the part where the construction is completed
without waiting for completion of the whole system, so the effect of
the step-by-step system construction is preceded. For this reason, it
can be said that the step-by-step construction is more effective. In
order to evaluate the effect, we will compare the reduction of the
operation and management human workload after systemization by
the operation management system between the step-by-step con-
struction and the collective construction.

(b) Figure 4.18 shows the trend of gradual construction of the Yamanote
line and the Keihin-Tohoku line and the reduction of the human work
volume divided into the central control room task and the station
operation task. At the same time, this figure shows how the manipu-
lated variable changed, assuming that collective construction was
used and the overall online application was not executed until the
central system was completely prepared. As shown in Figure 4.6,
the traffic operation at the station is considered to be 38% lower in the
step-by-step construction than the collective construction. In the case
of the collective construction, since the system does not operate until
the system construction of the entire line section is completed,
the work does not decrease, but in the case of the step-by-step con-
struction, if the station system is completed, it becomes possible to
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operate from that part because the amount of work decreases with
translation.

(c) The Tokyo area forms a network of railways. There is a case that
four different lines stop at one station. In such a case, one-line
station can be put into operation at a time in a single station. There
is an example that human traffic operations came to be reduced
by 77%.

3. Process and results of ATOS system construction
Figure 4.19 shows the construction process and results of the Tokyo areas

transport operation control system. Figure 4.20 shows the construction results
of Tokyo area railway network.

The Tokyo area transport operation control system (ATOS), which was picked up
as an example of the large transport operation control system, has been expanding
in order since the first station was put into operation in July 1993. In the entire line,
the Chuo line was put into operation in December 1996. In July 1998, the Yama-
note and Keihin-Tohoku lines were put into operation. The system was then
expanded to the entire region of the Tokyo area. Step-by-step construction is thus
continued while running online operations.

So far, a total of three system failures have occurred: one failure stemming
from trouble with software management and two of them related to the network.
The system in general has been running extremely steadily. No trouble has since
then occurred as the result of drastic corrective actions.

This transport operation control system has been constructed step by step since
the operation of the first station in July 1993. In the meantime, the system has
undergone many partial updates. Taking the example of an area no. 2, which con-
tains the Yamanote and Keihin-Tohoku lines, system installation (system exchange)

Line section
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Figure 4.19 Actual results of ATOS construction

112 Autonomous decentralized systems and their applications



was conducted for a total of 173 times for 3 years for installing station devices, and
14 times for installing central devices. These installations are both prescheduled and
conducted as the result of midway repairs or modifications. These system installa-
tions were conducted in an extremely short time during nighttime, but there occurred
no trouble regarding system construction, Step-by-step construction has been con-
ducted steadily. At ATOS, initially planned for the 19-line section, in March 2006
the original 19-line section began to be operated, and the line section expanded to the
22-line section. In ATOS, the replacement of the Chuo line of first introduced line
has already begun. The replacement is carried out by a step-by-step way in autono-
mous station system unit and finally the entire Chuo line is replaced. Step-by-step
construction technology has thus been contributing greatly to the construction of a
large system and the stabilized operation of the system.

4.4.5 Summary
In Section 4.4, step-by-step system construction technology in a large-scale trans-
portation operation control system has been discussed. The system consists of ADS,
the minimum autonomous unit is constructed as a station system, a station system is
constructed step by step, after all stations construction, the entire line section sys-
tem is connected. Then line sections are expanded further, finally the whole system
is completed. Such step-by-step construction has been made possible by assurance
technology such as assurance evaluation, OMC, data-filtering technology to protect
online system.
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The effect of step-by-step system construction is that it can gradually enjoy the
system introduction effect from before the completion of the whole system by
sequentially shifting to online operation from the completed subsystem. This is
particularly effective for a system where the system is large, and it takes a long time
to build. In addition, it is also advantageous that leveling of system construction
personnel is possible.

The step-by-step system construction is effective not only in the initial system
construction but also in the case of replacing. In reality, ATOS is currently repla-
cing Chuo line of first introduced line.

4.5 Conclusion

As an example of control and information integration application using ADS,
ATOS (autonomous decentralized transport operation control system) that is a
Tokyo area transport operation control system has been mentioned. Here, its
characteristics are summarized as follows:

1. Development of the largest transport operation control system with high traffic
density in the world by ADS and control and information integration.
(i) As the system architecture, ADS is adopted, and the minimum autono-

mous unit consists of a station system which is possible to operate inde-
pendently or to operate in cooperation with the entire line section.

(ii) In the conventional centralized operation control system, if any traffic
disturbance occurs, manual route control without diagram’s update is
done which causes to take a long time to recover from diagram dis-
turbance. Also, the passenger information guidance control cannot follow
up, and it remained largely disturbed. Therefore, when the traffic diagram
is disturbed, it was made possible to easily modify the diagram by the
screen of the dispatcher’s terminal using diagram-based operation. Then
dispatchers can carry out the route control or the passengers’ guidance
control according to modified diagram. As a result, ATOS with strong
against diagram disturbance was realized even in high traffic density
railway.

2. Development of maintenance work management system to integrate train
operation and maintenance work information and to control interlocking system,
for safety management and rationalization of maintenance work
(i) Electronic interlocking system by which maintenance work staff directly

check the train traffic situation and maintenance work using wireless
handy terminals without assistance of dispatchers or station staff, and
carry out interlock to protect to invade maintenance work area, were
developed.

(ii) As a result of this, maintenance staff can directly inquire and control the
maintenance work, which contribute maintenance work efficiency up and
to reduce maintenance staff load.
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3. Development of step-by-step construction technology for large-scale transport
operation control system by ADS.
(i) The minimum autonomous unit of the ADS is a station system, which is

possible to operate even by the station system alone. Station systems are
constructed step by step then, after completion of all stations, connected
with the line section management system. Furthermore, line section
system is expanded to whole railway network. This is called step-by-step
system construction technology.

(ii) In order to assure the stable system operation in the system environment
where different kinds of operation modes of online system and test system
coexist on the network, management of operation mode, data-filtering
technology to protect online system from test system, and step-by-step
system construction technology were developed.

The ATOS has been completed and applied to the railway network in the Tokyo
metropolitan area, which is a high traffic density line section, and the intended
purpose has been sufficiently reached. This system has been applied to the 19-line
area as originally planned, further expansion of the line section, and replacement of
the system of the line section originally introduced is in progress. Here, step-by-
step system construction and partial replacement of the system, which is a feature
of the ADS, work effectively.
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Chapter 5

ADS fault tolerant property in air-traffic
control systems

Tadashi Koga1

Abstract

In this chapter, an automatic dependent surveillance (ADS) application with fault
tolerant property will be discussed. In narrow sense, fault-tolerant technologies
guarantee continuous or uninterrupted operations of systems, units or devices under
faulty conditions. In broader sense, fault-tolerant technologies guarantee to accom-
plish continuous or uninterrupted tasks under restricted conditions. An ADS tech-
nology for air-traffic radar systems accomplishes continuous or uninterrupted aircraft
surveillance by sharing resources among radars with network. It guarantees safe and
effective air-traffic operation in congested airspaces.

5.1 Introduction/Backgrounds

The demand for air traffic in the world is growing year by year. The number of air-
traffic passengers in 2017 is increasing 6.8% compared to passengers in 2015. To
accommodate this demand, the number of air flights is increasing. The congestion
in airspace becomes heavier.

As the number of aircraft is increasing, air-traffic control (ATC) radar systems
are required to obtain updated and detailed information from aircraft in order to
provide safe and efficient ATC services in congested airspaces [1]. Secondary sur-
veillance radar (SSR) is one kind of ATC radars that provide aircraft position and
identification to air-traffic controllers. The growth of air traffic brings two problems
to SSR. The first problem is radio-frequency (RF) congestion and system-load growth
due to increasing the number of signals between aircraft and SSR ground stations
(GSs). The heavy congestion interrupts radar surveillance service. The second pro-
blem is the interrogator identifier code (II code) shortage problem. Both problems
hinder continuous aircraft surveillance in SSR. Therefore, some countermeasures are
required since ATC systems are not allowed to interrupt its services.

1Electronic Navigation Research Institute, Japan



To solve these problems, we have been proposed autonomous decentralized
surveillance system and the autonomous continuous target tracking technology
(ACTTT) [2]. In the proposed technologies, SSRs are connected to a network and
autonomously coordinate for continuous tracking by sharing target information.

The proposed technology reduces data traffic in air. Then, the technology
enables radars to provide continuous services to aircraft under aircraft-congested
environments.

In Sections 5.2–5.4, the evaluation results and practical experiments of proposed
system architecture and technology are shown. First, to evaluate the performance of
the technologies, we conducted simulation under two to four site environments. The
results show that RF congestion and system load can be reduced by proposed tech-
nologies. Second, to confirm the II code coordination capability, we conducted
practical experiments by using real SSR systems. The results show that proposed
technologies achieve continuous aircraft surveillance in the real application.

The remains of the section are organized as follows. In Sections 5.2 and 5.3,
SSR and emerging problems are described. In Sections 5.4 and 5.5, the autonomous
decentralized surveillance system architecture for radar system and ACTTT are
presented. In Section 5.6, the evaluation results and practical experiments are
shown in Section 5.7. In Section 5.8, we conclude the chapter.

5.2 Air-traffic control radar system

5.2.1 SSR Mode S
SSR includes two elements: an interrogative GS and a transponder on board of the
aircraft. The transponder answers to the GS interrogations giving its range and its
azimuth. SSR is different from the primary surveillance radar.

The development of the SSR occurs with the use of Mode A/C and then
Mode S for the civil aviation. Mode A/C transponders give the identification (Mode A
code) and the altitude (Mode C code). Consequently, the GS knows the three-
dimension position and the identity of the targets. Mode S is an improvement of the
Mode A/C as it contains all its functions and allows a selective interrogation of the
targets thanks to the use of a unique address coded on 24 bits as well as a bidir-
ectional data link which allows the exchange of information between air and
ground. Figure 5.1 shows aircraft surveillance by Mode S. Several countries had
started deploying SSR Mode S in the 1990s. As of 2016, more than a hundred SSR
Mode S are in operation in Europe [3]. In Japan, more than 16 SSR Mode S is in
operation. Figure 5.2 shows the radar coverage in Japan.

5.2.2 Mode S surveillance protocol
Currently, most of the Mode S radars are using the multisite surveillance protocol
[4,5]. With this protocol, the GS takes two steps to achieve aircraft surveillance.

First, the GS is searching and acquiring targets with all-call interrogation. The
GS uses all-call interrogation to acquire aircraft newly appearing in the coverage.
The GS transmits all-call interrogation periodically. The all-call interrogation does
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not contain destination address. All targets send a reply when receiving an all-call
interrogation. By receiving all-call replies from targets, the GS acquires rough
target positions and identification numbers.

Second, after acquisition, the GS start tracking targets with aircraft informa-
tion. The GS is scheduling interrogation time and expected reply arrival time. The
GS transmits roll-call interrogation at the time that radar antenna is facing the
target. The roll-call interrogations contain the destination address. Several targets
in the antenna beam receive interrogations but only one target with the designated
address sends back a reply to the GS. Roll-call interrogations contain lockout
command, which orders aircraft not to send back all-call replies for 18 s. By
lockout, the GS suppresses all-call reply from acquired aircraft.

The multisite protocol is designed for independent GS operation. Therefore,
in the overlapping coverage, each GS independently performs all-call and roll-call
interrogations.

5.3 Emerging problems

Because most of the SSRs are operated independently with separated networks, two
emerging problems in SSR Mode S should be considered with the rapid increase in
air traffic and dynamically changed situations.

5.3.1 RF congestion problem
There are two changes in SSR Mode S operational environments. The first is downlink
aircraft parameters (DAPs). There is a growing demand for SSR Mode S data link. In
the 1990s, the European states launched DAPs project which use Mode S data link [4].
DAPs provide air-traffic controllers and systems with additional aircraft information
such as selected altitude, roll-angle, and magnetic heading. To downlink a parameter,
the GS needs to send an interrogation. As the number of DAPs equipped aircraft
increase, the number of replies increases. If multiple GS independently downlink the
same parameters, excessive replies deteriorate the RF signal environment [6].

The second is the appearance of automatic dependent surveillance-broadcast
(ADS-B) system. ADS-B is a promising surveillance system that will play a major
role in ATC in the future. In ADS-B, aircraft measures own precise positions by
satellite navigation systems such as Global Positioning System, and periodically
broadcasts messages. ADS-B uses the same signal as SSR Mode S reply signals.
ADS-B uses random access protocol, which does not control message transmis-
sions. Therefore, it is susceptible to interference by SSR replies. ADS-B should be
operated in radio-signal silent environment. To obtain an ADS-B friendly envir-
onment, SSR Mode S is required to reduce reply signals as much as possible.

5.3.2 Interrogator identifier shortage problem
II code is set in interrogation and reply signals. It makes possible transponders
identify the source site of interrogation and GS distinguish the destination site of
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reply. In International Civil Aviation Organization standards, 4 b space is prepared
in interrogation and reply signals for II code [1]. Fifteen II codes are available for
GS. II code should be assigned without conflicts between neighbouring GS that
have overlapping coverage.

As the number of SSR Mode S GS increases, SSR operator is not able to assign
II codes without conflicts between neighbour GS. If the same II code is assigned to
neighbouring Mode S GS without any coordination, the GS is not able to achieve
continuous aircraft surveillance in overlapping area. For instance, GS is not able to
acquire inbound aircraft in overlapping area, what is worth that both GSs are not
survey aircraft at the boundary of coverage. To keep continuous surveillance in
overlapping coverage by using the same II code, the GS is required to have II code
coordination function.

5.4 Autonomous decentralized surveillance system

Safe and effective operation of the ATC under congested air traffic relies on
accurate and timely airspace situational awareness supported by surveillance sys-
tems. Most of the current SSR surveillance operations are separated by different
networks. Therefore, it is necessary to integrate the separated SSR systems to meet
the requirements of ATC applications. To construct a tracking information sharing
infrastructure that enables seamless sharing of target report messages and other
relevant information through network can satisfy the surveillance system needs and
improve the tracking performance. Some Mode S network approaches are proposed
in [5]. They adopt central processor architectures which are difficult to satisfy
online expansion, online maintenance and fault tolerance requirements. To assure
the continuous tracking with reduction of data traffic in air, an autonomous
decentralized surveillance system architecture is proposed, as shown in Figure 5.3.

The system is composed of multiple autonomous ground sites (AGSs) and a
data field (DF). There is no central processor in the system.

NCGW

AGS1 AGS2 AGS3 AGS4

SSR
Mode S

(GS)

NCGW NCGW

Data filed

NCGW

Figure 5.3 Autonomous decentralized Mode S network
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5.4.1 Autonomous ground site
The AGS is composed of two subsystems, Mode S GSs and network control
gateways (NCGW). GS which has its own surveillance area obtains aircraft posi-
tion, identification number, time and other information by sending interrogations
and receiving replies. NCGW sends the target report message to the DF. At the
same time, NCGW stores the information of all detected targets and the target
report messages from its neighbour AGSs which have the overlapping coverage
areas to control the operation of GS.

5.4.2 Data field
The AGSs in the system are connected through DF that serves as a communication
medium of coordination between the AGSs. It can be a local area network (LAN)
or LANs connected by wide area network. All necessary data is broadcast into the
DF, where the data logically circulates in the DF. The data moves around the
application modules in the node. This results in excluding the mutual dependency
among AGSs.

5.5 Autonomous continuous target tracking technology

The technology runs in AGS and reduces replies in the overlapping coverage.
Figure 5.4 shows the target relies at the overlapping coverage. In the multisite
protocol, multiple GSs are monitoring a target in the overlapping coverage. This
multiple surveillance produces excessive interrogations and replies. And in the
multisite protocol, in order to start roll-call interrogation, GS needs the rough
position and identification number. On the contrary, ACTTT obtains them from
neighbouring GS, then it starts roll-call interrogation without all-call interrogation.
Therefore, ACTTT can eliminate all-call replies.

Moreover, ACTTT coordinates interrogation in overlapping coverage with
neighbouring GS. GS stops acquiring a target if the other GS is acquiring the target.
Therefore, ACTTT can reduce roll-call replies in the overlapping coverage.

5.5.1 Autonomous data sharing
AGSs share target information by the target report messages. The AGS sends to the
network a target report message for each target per scan while AGS is monitoring
targets. The AGS receives the target report messages from the neighbour AGSs
through the network. Then, the AGS stores those messages in the target tables. The
AGS also stores the target report messages of own site in the target table. The AGS
updates these tables when receiving the target report message or maintain the
contents of the tables periodically.

5.5.2 Autonomous judgement
The autonomous judgement determines targets and timings with balancing the
surveillance load of each AGS.
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The autonomous judgement is composed of following two sub-processes:

1. Surveillance load assessment
The AGS computes the surveillance load S(j) of own and neighbour AGS in
every Tas seconds. First, AGS computes the surveillance load T(i) of target #i
as follows:

TðiÞ ¼ 2 � RðiÞ
C

þ Tdelay

where R(i) is the range between the target #i to GS, C is the speed of light, and
Tdelay is the processing delay in the aircraft transponder or AGS.

Then, the surveillance load at AGS #j S(j) is computed as follows:

SðjÞ ¼
XN

i¼0

TðiÞ

where N is the number of targets monitored by AGS #j for the last one rotation
period.

2. Acquisition target decision
The acquisition target decision determines targets that AGS is going to acquire
at the following scan. To simplify explanations, we consider a network with
two AGSs: AGS1 and AGS2.

GS1 Track

Multisite
protocol

ACTTT

NCGW2 Track Site2 Track

NCGW1 Track

GS1 Coverage GS1&2 overlapping coverage GS2 Coverage 

GS1 roll-call GS2 roll-call 
GS2 all-call 

Track handover

Excessive replies

 Start End

GS1 Track 

GS1 Track 

GS1 reply

GS2 reply

Figure 5.4 Surveillance in the overlapping coverage
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[Step 1] AGS1 compares the surveillance load of own AGS S(1) and that of
neighbouring AGS2 S(2).

[Step 2] If S(1) < S(2), AGS1 try to acquire targets from AGS2. AGS1 chooses
the target with the biggest T(i) from the AGS2 target table. Lets name
this target as Tgt1.

[Step 3] AGS1 computes S(1) and S(2) after handing over Tgt1.
[Step 4] If S(1) > S(2), AGS determines to acquire Tgt1 at the next scan. Then,

AGS1 returns Step1.
[Step 40] If S(2) ≧ S(1), AGS1 stops this process.

5.5.3 Autonomous agreement
After the acquisition target decision process, AGS1 quickly starts acquiring targets
without any permission from AGS2. The autonomous agreement determines AGS
that stops monitoring targets.

1. Consistent with judgement
When AGS1 successfully acquires targets, AGS1 adds those targets to the AGS1
target table. At this time, AGS1 increments the target acquisition number (TAN)
and registers it to the table. AGS checks the surveillance status (SS) of the target.
Then, AGS sends target report messages with TAN and SS to network.

2. Consistent with judgement
By receiving the target reports with the greater TAN than that of own AGS2
target table, AGS2 notices that the AGS1 starts roll-call interrogation. AGS2
updates the target tables. Then, AGS2 stops monitoring targets if the target
satisfies the following conditions:

(i) The SS is core.
(ii) The TAN of AGS1 is bigger than that of AGS2.

(iii) The surveillance load of own AGS2 is larger than that of AGS1.
AGS2 stops acquiring the target and drops the target from the own target table.
However, AGS2 obtains target information from AGS1.

3. Inconsistent with judgement
The decision timing of the TAN and the surveillance load is different in each
AGS. Those values are inconsistent in two AGSs. If two AGSs decisions are
inconsistent, both AGS continue monitoring the target. But, if the TAN of the
AGS1 is equal to that of AGS2, both AGS obeys the following rules. AGS1
checks the Site IDentification number (SID) where SSR operator assigns a
unique number to each AGS. The AGS with the greater SID takes the
responsibility of monitoring the target. The AGS with the smaller SID stops
monitoring the target at the next scan.

5.5.4 Autonomous boundary target handover
If targets are not handed over until, they are close to the boundary of the coverage,
the AGS force to hand over those targets to neighbour AGSs regardless of the
surveillance load before the AGS loses sight of targets. Otherwise, the AGS lose
targets at the boundary for a while. It interrupts continuous target tracking.
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The autonomous boundary target handover achieves continuous target hand-
over at the boundary of the coverage.

1. Boundary detection
The AGSdetects that targets are close to the boundary by referring to the surveillance
map. The surveillance coverage map is composed of three-dimensional cells. A cell
contains the SS at the cell area. There are four statuses in the surveillance map.
Therefore, acoverage isclassified into fourareas: surveillancecorearea, surveillance
boundary inside area, surveillance boundary outside area, and out-of-coverage.

2. Boundary target status notice
The AGS checks the SS when the AGS obtains target information by roll-call
interrogation. If a target is in the boundary inside, the AGS notice the fact by setting
the SS to ‘‘boundary-inside’’ in the target report messages. Neighbour NCGWs
know that the targets are in the boundary inside area by the target report message.

3. Boundary target acquisition
Neighbour AGS has to acquire targets at the following scan regardless of the
surveillance load of own site.

4. Double boundary target
After the boundary target acquisition if the AGS detects that the acquired target
is in the boundary inside, the AGS notice the fact by setting the SS to
‘‘boundary-inside’’ in the target report message. The neighbour AGS does not
stop but continue acquiring.

5.6 Simulation

To evaluate the RF performance of the proposed technology, we conduct computer
simulations.

5.6.1 Model
In this simulation, we accomplish simulations by up to four GSs with 200 NM
coverage and 4 s scan period. Figure 5.5 shows the locations of GSs.

We randomly deploy 500–2,000 aircraft in a simulation area of 800 NM by
800 NM. Each aircraft is moving at the speed of 720–880 km, which is typical
cursing speed of the commercial aircraft. An aircraft changes its direction randomly
every 2,000 s. One flight of aircraft is 16,000 s (4,000 scans).

5.6.2 Simulation results
5.6.2.1 RF load
Figure 5.6 shows the variation of the number of reply signals in one simulation. The
black line is multisite and grey line is the proposed technology. The number of reply
signals with the proposed technology is always less than that of multisite surveillance.
The proposed technology reduces reply signals through the whole period.

Figure 5.7 shows the relation between the number of aircraft and the total number
of reply signals in the simulation. The black line shows the number of replies with

ADS fault tolerant property in air-traffic control systems 125



A(0,0) B(150,0)
20

0 N
M

20
0 N

M

(0,400)

(0,–400)

(–400,0) (400,0)

A
Coverage

B
Coverage 

C
Coverage 

C(0,170)

D(–150,0)

D
Coverage

Figure 5.5 The ground station locations in the simulation

2,500,000

2,000,000

1,500,000

1,000,000

N
um

be
r o

f r
ep

lie
s

500,000

500 1,000
Number of aircraft

1,500

Multisite

Proposed

2,000
0

Figure 5.6 The relation between number of aircraft and replies

126 Autonomous decentralized systems and their applications



multisite surveillance protocol. The grey line shows with the proposed technology.
Under 2,000 aircraft and two AGS environment, the number of reply signals in the
multisite (Nm) is 2.38 million. On the other hand, that of proposed technology (Np) is
1.75 million. Here we define the reduction ratio Rr ¼ (Nm � Nr)/Nm. The Rr with two
sites and 2,000 aircraft is 26%. Then, we achieve three and four site simulations and
compute the reduction ratio under environments. The reduction ratio is 36% in three
sites and 41% in four sites, as shown in Figure 5.8. The reduction ratio is increasing as
the number of sites is increasing.

5.6.2.2 System load
Figure 5.9 shows the system load under two site and 2,000 aircraft simulation during a
whole simulation period. The X-axis shows the simulation elapse time, and the Y-axis
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shows the system load. The dark lines show the system load by multisite. The system
loads of two AGS have a difference and vary time to time. Sometimes, AGS1 system
load is heavier than that of AGS2. On the other hand, the system loads of two AGS
with the proposed technology are almost equal. In addition, both system loads
are lighter than that of multisite. Here we define the system load reduction ratio,
Rs ¼ (Lm � Lp)/Lm is the total sum of system loads in AGSs by multisite. Lp is that of
the proposed technology. The Rs with two sites and 2,000 aircraft is 28%. Then, we
achieve three and four site simulations and compute the reduction ratio under envir-
onments. The reduction ratio is 39% in three sites and 43% in four sites. The system
load reduction ratio is increasing as the number of sites is increasing.

5.7 Practical experiments

5.7.1 Network structure
To evaluate by monitoring real aircraft in the air, Electronic Navigation Research
Institute developed an experimental network system with ACTTT. The network is
composed of two GSs. One GS is located in the ENRI headquarter in Chofu,
Tokyo. The other GS is located in the ENRI branch office in Iwanuma, Miyagi.
Currently, several functions have already been implemented.

The coverage of two GSs at 40,000 ft is shown in Figure 5.10. The plus sign
(þ) indicates the locations of Mode S GSs. A black solid line shows the edge of the
coverage of the Chofu GS, and the grey line shows that of the Iwanuma GS. The
distance between two GSs is approximately 160 NM.
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Two GSs are connected through ground network. Two NCGWs exchange
target information with each other. In this experiment, Iwanuma and Chofu GS are
assigned with the same II code.

5.7.2 Experiment results
Figure 5.11 shows the tracks by ACTTT. The grey and black solid lines show a
track of aircraft flying from north to south. The grey line means that Iwanuma GS
is acquiring the target and the black line means that Chofu GS is acquiring the
target. Iwanuma AGS is acquiring the target. Then target enters into overlapping
area. Two AGSs calculate the system load by using aircraft information from both
AGSs. Chofu AGS determines to acquire the target and starts surveillance. Then
Iwanuma AGS determines to hand over the target to Chofu AGS and releases the
target. Finally, Chofu AGS acquires the target. There is no interruption during the
tracking.

To show the validity of ACTTT, the aircraft surveillance by multisite (conven-
tional) protocol is adopted. Figure 5.12 shows the tracking of aircraft flying from north
to south. From beginning, Chofu GS acquires the target. However, when the target
exits in the border of Chofu coverage area, both GSs are not able to monitor the target.
After a few tens of seconds, Iwanuma AGS acquires the target. The practical experi-
ments show that proposed system and technology assure continuous target tracking
even when adjacent GSs keep the same II code.
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5.8 Conclusion

In this chapter, an ADS technology with fault-tolerant property is shown. The
proposed autonomous decentralized surveillance system architecture and ACTTT
are evaluated by computer simulations and practical experiments.

The technologies reduce data traffic in air–ground communication with keep-
ing continuous target tracking. The simulation results show the proposed technol-
ogy reduces approximately 40% data traffic compared to the multisite protocol
under four site environments. The simulation results show that as the number of GS
increases, the more RF congestion and system load are reduced.

Moreover, the practical experiments of real SSR systems show that proposed
technologies enable GS to hand over targets and achieve continuous tracking
even in the situation that two adjacent GSs keep the same II code. The proposed
technologies also guarantee to accomplish continuous or uninterrupted tasks under
restricted conditions.
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Chapter 6

An agile manufacturing model
based on autonomous agents

Leo van Moergestel1

Abstract

This chapter describes the implementation of an agile autonomous agent-based
manufacturing system based on a set of cheap production machines placed in a
grid. This grid contains production machines, represented by agents, capable to
perform certain production steps and also an infrastructure for transporting the
products to be made. Products to be made are also represented by agents. Many
different products can be made in parallel, each product having its own sequence of
production steps and its own path along the production machines. The whole
manufacturing is based on interaction of autonomous agents living in a distributed
environment. This chapter discusses the basic design considerations and includes a
description of a simulation model of the transport system used during production.
The chapter ends with a discussion of using agent technology during the whole life
cycle of a product, where a life-cycle agent becomes the basis of Internet of Things
technology.

6.1 Introduction

The industry has had several revolutions. The first revolution was the use of steam
power to facilitate production. The second revolution was the introduction of pro-
duction lines based on the use of electrical energy and resulting in mass production.
The rise of computer technology resulted in the third revolution. Many production
tasks were automated, programmable logic controllers, distributed control systems
and robots were introduced on the production floor. The latest revolution is the
integration of information technology in the production process as a whole. This
has been described by the term industry 4.0 [1] or cyber physical systems [2].

In industry 4.0, modern production systems are influenced by new demands
such as time to market and customer-specific small quantity production. In other
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words, the transition time from product development to production should be
minimal and small quantity production must be cheap. To fulfil these requirements,
we need to develop new production methods. Such a new approach means new
production hardware as well as co-designed software.

At the Utrecht University of Applied Science, we have developed special
production platforms that are cheap, agile and easily configurable [3]. These plat-
forms can operate in parallel. We call these platforms equiplets and a collection of
these equiplets is called a production grid. The idea behind the concept is that we
need a production system that is capable of producing a lot of different products in
parallel. This is what we call multiparallel manufacturing.

The software infrastructure for such a production grid is highly responsible for
the agile and diverse way of production. In this chapter, we present a possible
realization of the software infrastructure. This model is based on agent technology.
Though we based our model on our own designed production hardware, the agent-
based approach can be useful in other production environments as well.

The concept of using a collection of cheap machines is comparable to the
research done around 1980, where the focus was on using cheap microprocessor-
based computer systems to cooperate in a multiprocessor or multicomputer envir-
onment but because the focus is now on manufacturing real physical products, there
are many differences and also many specific problems to be solved to make the
concept work.

6.2 Manufacturing concepts and technologies

This section is dedicated to manufacturing technologies. The main reason to have
this section is to give a background and reference models for the concepts intro-
duced in the later part of this chapter. The section contains the following subsec-
tions: production concepts, push-driven versus pull-driven manufacturing, lean
manufacturing and agile manufacturing.

6.2.1 Production concepts
In this chapter, the words production, manufacturing and assembling are used
intermixed. There are some subtle differences in the meaning of these words.

● Production is used as the most generic term. It can be used for material pro-
ducts as well as things like software, ideas, theories etc.

● The word manufacturing has its origins in Latin: ‘manus’ meaning hand and
‘facere’ meaning to make. Though it literally means make by hands, it is now
also applied to situations where material things are made using machines.

● Assembling is used for the type of manufacturing where components or sub-
parts are put together using several possible techniques to make the final
product.

When we take a closer look at making things, we may distinguish three approaches
for production.
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1. Making a single product. This is normally the case in situations where a spe-
cific one time product is needed. Examples are ships, some buildings and
special items, where a single unit is needed.

2. Continuous production is a type of production, where there is a continuous
stream of output. This type of production is encountered in the chemical
industry.

3. Batch production. This type of production is mostly used to make a number of
similar products. Normally, the number is rather big as we shall see shortly.

When we look at the production infrastructure, especially the infrastructure for
batch processing, again three different approaches can be seen.

1. Dedicated production line. This is a concept that is widely used and fits the
need for cheap mass production. The machinery that is used is dedicated to do
one specific task in the production.

2. Flexible manufacturing system (FMS). An FMS has, as its name suggests,
some flexibility to react to changes. The most well-known change is changing
to new product types. This change can be incorporated in the production
machines. This concept was introduced in the time that cost-effective computer
numerical control machines became available. Another type of flexibility is
routing flexibility. This concept is based on the fact that there might be several
machines to perform the same operation on a product. This introduces choices
for the product in following the production line.

3. Reconfigurable manufacturing system (RMS). An RMS is a manufacturing
system that is designed for fast changes, both in hardware as well as software
components, in order to quickly adjust production capacity and functionality in
response to sudden changes in market or in changes in requirements.

The main goal of RMS is to achieve cost-effective responsiveness. An RMS can
adapt easier and faster to changes than an FMS. The drawback is that RMS is more
complicated.

To achieve a high level of reconfigurability, the system should meet the fol-
lowing characteristics in its design [4]:

● Modularity. The basic components are modules that can easily be exchanged
or replaced.

● Scalability. To adapt to changing demands, scalability is an important
characteristic.

● Integrability. Modules can be easily integrated in the system.
● Convertibility. Changes to the production system are easy to achieve.
● Customization. Adaptation of the system to specific needs is possible.
● Being diagnosable. To prevent that searching for failing modules takes a long

time, modules and the system itself should be diagnosable.

The cost effectiveness of RMS is achieved by designing a system with an
adjustable structure, and around a part family. An adjustable structure enables
system scalability in response to market demands and system/machine adaptability

An agile manufacturing model based on autonomous agents 135



to new products. The structure may be adjusted at system level by adding new
machines and at machine level by adding/removing machine software [5].

6.2.2 Push-driven versus pull-driven manufacturing
Standard mass production is mostly push driven. It means that the expected pur-
chase of a product is anticipated for and products are pushed into the market.

Pull-driven waits for demands for a product and at the moment the production
is started, it is sure that the market will accept it.

6.2.3 Lean manufacturing
Lean manufacturing has its origins in Japan. The production at Toyota has been the
model for lean manufacturing [6]. The concept is based on five steps.

1. What is the value of the product from the customers’ perspective?
2. Discover where in the production process this value is added.
3. Determine the waste in the process, remove it and shorten the duration of the

lead time.
4. Apply pull-driven production instead of push-driven production.
5. Keep the waste away and try to optimize the process.

The challenge is to discover what really adds value to the product. For example,
keeping a lot of products or half products in stock is considered waste. From the
client perspective, it does not matter how big the stock is. The time the client has to
wait for his product is a very important issue. So, the production stream should be
optimal with a minimum of internal delay. The aforementioned steps result in a set
of best practices.

6.2.4 Agile manufacturing
In response to the customers demand, manufacturing companies have to focus on
low cost, high quality and rapid responsiveness [4]. A new paradigm called Agile
Manufacturing was invented. It focuses on agility, i.e. the quick and accurate
response to changes in the market and technology while controlling production
cost. A slightly adapted definition from Goldman [7] is as follows:

Definition [Agile manufacturing] An agile manufacturing system is a system that
is capable of operating profitably in a competitive environment of continually and
unpredictably changing customer requirements.

In the next section where standard production automation is discussed, we will
discover that this type of production is not agile by itself.

6.3 Standard production automation

Standard production software is mostly designed for batch production or con-
tinuous production. Continuous production can be considered as an endless batch.
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These production approaches are characterized by the fact that it is bulk pro-
cessing. Many items or a large quantity of the same products are produced. We will
discuss standard automation software, the way it is used, its properties and its
shortcomings.

6.3.1 Standard automation software
The software for standard production systems is based on a layered model. This
model is mostly referenced as the automation pyramid [8] (Figure 6.1).

In the following, we will give a short explanation of the layers in this pyramid:

1. At the top, we find the business management software. This is the software
level where the orders for production come in and where the connection with
clients, suppliers and other important things in the outside world is handled.

2. The production management layer software is mostly covered by software systems
called MES. MES is an abbreviation of Manufacturing Execution System. This
software enables high-level control over production facilities in a broad sense.

3. Process management layer is the software that supervises the process control
devices. It will also collect production data. The software in this layer is mostly
referred to as SCADA, which is an abbreviation of supervisory control and data
acquisition.

4. The process control layer is responsible for the actual production process itself.
In an automated environment, the software controls motors, heating devices,
robot arms, etc.

6.3.2 Properties of standard automation
The standard production automation model is designed for producing large quan-
tities of the same product. Normally, these products are produced in batches.

Business
management

Production management
MES

Process management
SCADA

Process control

Figure 6.1 Automation pyramid
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Definition [Batch process] [9] A process is considered to be a batch process if the
process consists of a sequence of one or more steps or phases that must be per-
formed in a defined order. The completion of this sequence of steps creates a finite
quantity of finished products. If more products are to be created, the sequence must
be repeated.

To make a product (that is a real hardware thing, not software or a service), one
needs raw material and actions to work on this raw material. In many cases, the raw
materials are actually components that are used as parts of the final product. Nor-
mally, these components are also produced by a production process.

As stated earlier, the production automation model is designed for producing
large quantities of the same product. Two approaches of batch production exist. To
understand what the two approaches are, consider a product that is made by a
sequence of actions performed by machinery or craftsmen. These actions are also
called production steps. In Section 6.4.2, a precise definition of a production step
will be given.

Here we mention two different approaches.

1. Stepwise approach: The production starts and the first action of the sequence is
performed. This leaves a set of incomplete products. Then, the production
environment is changed. This could be an adjustment of the machinery to per-
form a new type of action or the use of other tools by craftsmen to perform an
action. This is repeated for all necessary steps, and in the last step, the final
product is created. The approach is also appropriate for production of one single
product. Because we need storage for the intermediate sets of incomplete pro-
ducts after every step, the approach is used for small-scale production. A second
property of this type of production is that there is a long delay between start of
production and final completion of the products. The investment on machinery
however is lower than in the next approach, because we adapt (as far as possible)
the machines and/or craftsmen after each step to the next step.

2. Pipeline approach: In this approach, all machineries (or craftsmen with specific
tools) are available, and the product to be made is handed over to the machine
that is capable to perform the next action for the production.

For both the cases, there is an optimum for the size of a batch. Though this size
depends on several factors, the easiest approach is to consider the cost of the
overhead of batch switching and the cost of storage and inventory.

The optimum batch size is given by the point where the storage and inventory
cost plus the batch cost for a given size are at a minimum. In practice, this is more
complicated as the price of raw material may fluctuate and other parameters such as
market demand influence the optimum [10].

Between these two types, there is also a hybrid approach where the pipeline
approach is used to make half-products that are collected to form a set and then handed
over to another pipeline that will build the actual product. This situation occurs when
production platforms produce components that are used as ‘raw material’ by other
production platforms (that could be owned by a different company).
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6.3.3 Batch switches and new products
A batch is a quantity of products produced without interruption. The size of a batch
should be big enough to be cost effective but should be limited because of main-
tenance and because of production supply fill-up. For every different batch, a
software configuration of normally the lower two layers of the automation pyramid
should be available.

The transition from one batch to the next one is called a batch switch. There
are two types of batch switches.

1. A switch between batches of the same product and
2. A switch to a batch of a different product.

The overhead of a switch of the first type is not so large, but still some time is
required. This time is normally used for preventive maintenance of the production
equipment, for filling up component trays, etc. What also should be done is allocate
resources for the next batch and adjust the software configuration of the lowest two
layers to these newly allocated resources. In Figure 6.2, we use ts to denote the time
for this switch. As can be seen in the figure, a larger batch introduces relative
smaller overhead because is mostly independent of the batch size.

A switch of type two takes a longer time because in addition to ts we also need
time tp to reconfigure the software on the lower two layers and perhaps the hard-
ware of the lowest layer (see Figure 6.3). The production equipment will get dif-
ferent software to operate, and also the SCADA system needs to be reconfigured to
match the new situation. Sometimes, it means that a production platform or parts of
it are unavailable for some time because of the reconfiguration that should also be
tested of course. As a consequence, batch switching of this type introduces a lot of
overhead and production (and the final product) is cheaper if we produce batches of
the same product and not a sequence of batches for different products. There are
situations where switching between different batches is incorporated in the pro-
duction of a manufacturing plant. Consider for example the food industry. To
produce a batch of peanut butter, a production line could be set up. There are
however variants to standard peanut butter (with honey, pieces of peanuts, choco-
late, etc.). Normally, the market for these variants is not the same, meaning that the

Batch product X

Batch product X Batch product X

Time

Batch product X

ts

ts

Figure 6.2 Batch switch overhead when switching to a new batch of the same
product
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amount of production of these variants could be lower. It is in that case not a good
idea to set up separate production lines for these variants. It is more cost effective to
produce a batch of variant A, next a batch of variant B, and several batches of the
most popular standard product. The same production line should be used in that
situation, so switching between different batches becomes compulsory. All batches
are also big by themselves to be cost effective, because even switching to a new but
similar batch introduces overhead.

The introduction of a new product means development and testing of new con-
figurations for the three lower software layers. Sometimes, we need new software for
our production system or even new hardware. The transition from product develop-
ment to producing can be time consuming, because in the development stage, we did
not use the production equipment that is used during the real production. So, after
development of a new product, an extra step is needed to switch to production on the
production equipment. To test this transition, we also need to use the final equipment
so it will not be available for normal production for some time.

6.3.4 Summary
Our investigation in properties of standard batch production automation can be
summarized in four properties.

1. Huge batches for cost-effective production,
2. Small overhead introduced by batch switching of the same product,
3. Large overhead introduced by switching to another product and
4. Hard transition from product development to product production.

After identifying the four properties of standard batch production, we mention six
weak points or shortcomings of standard production.

1. Standard manufacturing is suitable for mass production, but small quantities or
even single unique products according to user requirements are not advisable.

2. Standard manufacturing uses costly dedicated production machinery, which
should be used at a high load to make it cost effective.

Time

Batch product X Batch product X

Batch product YBatch product X

ts + tp

ts

Figure 6.3 Batch switch overhead when switching to a batch of a
different product

140 Autonomous decentralized systems and their applications



3. Pipelined batch production is vulnerable for failures of manufacturing equipment.
4. Most standard manufacturing is push driven. This can result in overproduction

and waste of money, materials, resources and time.
5. The transitions from concept to product to mass production take several steps

and might take too long to be competitive in the market.
6. Most SCADA and MES implementations are not well suited for decentraliza-

tion and could introduce a single point of failure.

In the next section, equiplet-based manufacturing will be introduced. The goal of
this type of manufacturing is not to be a replacement of standard production. The
goal is to offer a cost-effective solution for the situations where standard production
is inadequate.

6.4 Equiplet-based production

The basic production platform for the new agile production system is the equiplet.
The concept of an equiplet has been introduced by Puik [3].

Definition [Equiplet] An equiplet is a reconfigurable manufacturing device that
consists of a standard base system upon which one or more frontends with certain
production capabilities can be attached.

The frontends give the equiplet the possibility of production. It means that at the
moment the frontend is attached to the equiplet, and certain production steps can be
accomplished.

Every frontend has its specific set of production step capabilities.
A picture of an equiplet with a delta-robot frontend is shown in Figure 6.4.

A delta-robot is a special type of robot, which can perform fast pick and place
actions. With this frontend, the equiplet is capable of pick and place actions.
A computer vision system is part of the frontend. Using this vision system, the
equiplet can localize parts and check the final position they are put in.

The first field of application of the concept was building micro-devices with a
three-dimensional structure (in contrast with the two-dimensional approach used in
placing electronic components on printed circuits). In this case, one could think of
steps to pick up a component and place it at a certain position (pick-and-place).
Applying adhesive could be an option for this pick-and-place step. A local com-
puter system is available on the equiplet for running control software depending on
the applied frontends. Software configuration and management of an equiplet
should be simple and easy.

As already mentioned, we call a collection of equiplets a production grid or in
short a grid. The equiplets in a grid do not necessarily have the same frontend.
Some frontends are unique, other frontends are available on several equiplets. The
production process as a whole will dictate which frontends are needed. In the
upcoming subsections, the properties of this agile production grid will be discussed,
and the enablers for this type of production will be mentioned.

An agile manufacturing model based on autonomous agents 141



6.4.1 Properties of equiplet-based production
The most important properties of the production approach are solutions to the
shortcomings of standard production.

6.4.1.1 Small-scale production
To produce small-scale batches or even unique single products, standard batch pro-
duction automation is inadequate because of the shortcomings mentioned and sum-
marized in a previous section. To make a single product, we should guide a product
along the set of equiplets that offer the required steps for the product to be made. At
the same time other products, requiring different sets of steps can also be made,
assuming that access to the equiplets is adequately scheduled. When we use the
concept of equiplets, one should think of multiple production systems capable of
producing many different products in parallel. We call this multiparallel production.

At any moment, we can start the production of a new or different product.
This type of production does not introduce the overhead of batch switching and

is capable of starting the production of a different product during the time another
product is produced.

6.4.1.2 Time to market
As mentioned in section about the shortcomings of standard production, the tran-
sitions from concept to mass production might take too long. It means that the time
to market might be too long. The time to market is the time that it will take for a
newly developed product to go into mass production. From an economic point of

Figure 6.4 An equiplet with a delta-robot frontend
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view, this time should be minimal. Normally, new products are developed at the
Research-and-Development department. Then, the production automation team
will search for ways to make the transition to mass production. This phase is
sometimes referred to as upscaling. To test this upscaling, we also need to use the
production floor equipment for test batches.

To make the transition from product development at the Research-and-
Development department much easier, equiplets are used in the product develop-
ment as well as in the final production process. So development, production
automation and testing will be combined. The extra step of upscaling or adapting to
the real production system is absent. The production is done by the same equipment
and software as in the product development phase. This alleviates the aforemen-
tioned time to market problem [11].

6.4.1.3 Reliability
The grid production system is less vulnerable for failing production machinery,
because equiplets can offer redundancy and the software architecture that will be
described shortly is decentralized. System faults will not block other still operating
parts of the grid.

6.4.2 Enablers for the equiplet-based production
Developments of the last few decades support the realization of this equiplet-based
production. We mention five of them.

1. Internet and fast computer networks: Our model is a distributed system where
communication between the components should be fast and reliable.

2. Interactive web technology: This technology helps to involve the user of the
product in the design and requirements phase.

3. Powerful micro-systems: All systems should have computing power to support
a multitasking environment. This is not a problem anymore in modern pro-
cessor designs.

4. 3D printing: This technology enables making possibly unique parts for a pro-
duct at low cost and low quantity.

5. Availability of cheap mobile robots: In the past, attempts have been made to
implement agile manufacturing, but the flexible transport infrastructure turned
out to be a big problem. Nowadays, cheap mobile robot platforms are available
that can be used to implement flexible transport.

Every equiplet is capable to perform one or more production steps. A definition of a
production step is as follows [12]:

Definition [production step] A production step is an action or group of coordinated
or coherent actions on a product, to bring the product a step further to its final
realisation. The states of the product before and after the step are stable, meaning
that the time it takes to do the next step is irrelevant for the production as a process
(not for the production time) and that the product can be transported or tempora-
rily stored between two steps.
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To create a product, a set of production steps should be performed. To accomplish
this, a set of equiplets should be used in a certain order. This is done by moving
platforms that can transport components as well as the product itself from equiplet
to equiplet. In Figure 6.5, this setup is shown. The equiplets are placed in a grid.
The transport platform is first loaded with components and will enter the grid where
the components are handled by the equiplets to create a product (or product part or
half product). When this is done, the product will be finished or in case of product
parts or half products, the grid can be re-entered to handle different product parts to
make the final product.

Different products need different production steps in their own specific order.
The transport between the equiplets for a certain product will look like the path
depicted in Figure 6.6. This particular path is actually a production line for that
specific product [12]. The strength and versatility of the system is that every product
can have its own path in the grid, resulting in a unique product. Complex products
consisting of a set of half products can be built using the same principle. In that case,

Part-filling line

Manufacturing grid

Half-product supply line

Figure 6.5 Grid production setup

Manufacturing grid

Out
In

Figure 6.6 Path for a certain product
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multiple paths should be followed and the grid should be re-entered. The approached
used in that case is that the half products are created first by their own product agent.
The half product is transported to the grid again in combination with other half pro-
ducts, needed to construct the final product. This is also shown in Figure 6.5.

The software entities that control the production are software agents [13]. An
equiplet is represented by an equiplet agent and every product to be made is
represented by its own product agent. The robot platforms used for transport are
also special cases of equiplet agents. The production step they perform is transport
between equiplets. In the next section, we will discuss the usage of agent tech-
nology as the basis of the software infrastructure.

6.5 Software infrastructure of the manufacturing system

The motivation to use agent technology for the software infrastructure of the
manufacturing grid can be found in [12]. A short introduction to agents is presented
in the following sections:

6.5.1 Agents
There are many definitions of what an agent is. We use here a commonly accepted
definition by Wooldridge [13].

Definition [Agent] An agent is an encapsulated computer system that is situated
in some environment and that is capable of flexible, autonomous action in that
environment in order to meet its design objectives.

The realization of the software is actually a system with more agents with different
roles.

6.5.1.1 Multiagent systems
A multiagent system (MAS) consists of two or more interacting autonomous
agents. Such a system is designed to achieve some global goal. The agents in an
MAS should cooperate, coordinate and negotiate to achieve their objectives. When
we consider the use of an MAS, we should specify abstract concepts such as:

● Role: What is the role of a certain agent in an MAS? Perhaps an agent has
more than one role.

● Permission: What are the constraints the agent is tied to?
● Responsibility: This means the responsibility an agent has in achieving the

global goal. A global goal consists in most situations of a set of sub-goals. An
agent can be responsible for achieving one or more sub-goals.

● Interaction: Agents interact with each other and the environment.

6.5.2 Multiagent production system
To realize our system, we define two agent roles. These roles are the main roles in
the system, and we should investigate if we need some extra minor roles. Every
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product is represented by a product agent, and every equiplet with a certain fron-
tend is represented by an equiplet agent. The product agent has the intention of the
product being produced. The intention of the equiplet agent is to accomplish pro-
duction steps. Every product is made according to a certain set of production steps,
while every equiplet is capable to perform a certain set of production steps.

6.5.2.1 The agent-based automation pyramid
The automation pyramid for this design is given in Figure 6.7.

The product agent operates at what was in standard production called the MES
layer, while the equiplet agent is more closely tied to the hardware. This approach
results in a purely pull-driven manufacturing system.

To create a product, a product agent is generated. This agent knows what pro-
duction steps should be taken and the components to be used. The product agents
allocate a transport system and collect the components. These components might be
made by 3D printers. Next, it will visit the equiplets required to perform the pro-
duction steps. The product agent can discover the equiplets needed by looking at a
blackboard system where the equiplets have published their production steps. Before
an equiplet is chosen, the product agent will first investigate if the equiplet is capable
to perform the production steps, given the parameters involved. To do so, the equiplet
will run a precise simulation of the step with the parameters given to discover the
possibility and the time needed to bring the production step to an end. It will then
inform the product agent about success or failure. In case of success, the product
agent adds the equiplet to its list of equiplets to be visited during production.

When the actual real production step is performed, the product agent will also be
informed about success or failure, but also the production parameters that have been
used. This might be the exact temperature, or the amount of adhesive used, etc.
Finally, the product agent has a complete production log of the product it represents.

User
interaction

Request for product

Production steps

Equiplet agents

Equiplets

Controlling
production
equipment

Feedback

Feedback

Product agents

Figure 6.7 Multiagent production system
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In our model, the creation of a product agent can be done by using a web-
interface where the end user can specify his/her product to be made [12]. By using
this approach, the implementation of manufacturing as a service can be accom-
plished. A user selects properties of a product or makes a design for a product that
will result in the creation of the product agent.

6.5.2.2 Summary of the agile production system
● Cheap and reconfigurable systems offer production steps.
● A product agent needs steps to create a product.
● A product agent selects equiplets for the production.
● This selection results in a path along the equiplets, placed in a grid.
● A transport system is used to follow the production path.
● Several different product agents can be active in the grid at the same time.
● After production, the product agents have a complete production log of the

product.

6.5.3 Human interaction
Until now, the equiplet agent has not been completely characterized. This could be
a piece of software, but also a human-operated equiplet fits in this concept. In the
latter case, a piece of interaction software is needed to instruct and interact with
the human operator and to participate in the multiagent-based production system.
One could ask if it is now easily possible to let a software equiplet agent takeover
the action of the human operator based on the production steps model we presented
in this paper. A gradual takeover could be accomplished by learning the software
agent step by step – the production steps.

6.6 The transport system

One of the problems to be solved is the system that will transport the product to be
made along the equiplets. Research and simulation has shown that a system of
moving platforms might be a good solution [14]. This model fits nicely in the
agent-based concept. The moving platform can be considered as an equiplet that
should be reserved for the whole path a product has to follow during production. By
this is meant the path followed after entering the grid until the product or sub-
product leaves the grid. Though moving platforms offer a flexible transport
mechanism, the solution in not simple. The agents controlling the platform are
informed by the product agent which equiplet to visit next. The platform should be
moved to that equiplet, while other platforms are also moving around in the grid.
To get a grip of this situation, a simulator has been developed to study the beha-
viour of the moving platforms and to discover a good distributed agent-based
system for controlling the whole set of platforms. In [14], the system is described in
more detail. The main features are discussed here.

The grid is considered as a graph, where equiplets are the nodes and the
transport routes the edges.
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The simulation model presented in this section opens the possibility to explore
the behaviour of the production system as a whole, taking into account, the trans-
port as well as the time to perform a production step. The model is based on the
production model described in the previous section. It means that at random times
an autonomous entity enters the grid with a list of steps to perform, resulting in a
list of equiplets to be visited. This is comparable to a group of people shopping in a
shopping centre, where they need to buy items available in different shops.
Everybody is doing this autonomously and according to their own specific list.

To make the simulation versatile, a decision was made to use a graph approach
for the description of the grid. The advantage is that all kind of interconnected
nodes can be simulated including a grid so this approach is more powerful and can
also be used in a grid where some of the interconnections are obstructed or
impossible to use.

The simulation is started with three different information files. These files are
XML files so human- and computer-readable.

● The file maps.xml describes the structure of the grid, actually the structure of
the graph.

● The steps needed for a certain product.
● The products to be made.

A map consists of nodes and equiplets, where an equiplet is actually a node offering
production steps. Both nodes and equiplets have a unique id, an x-coordinate and
y coordinate. A node can also be an entry point and/or exit point of the grid.
Equiplets have a set of at least one production step. This way, all kind of production
infrastructures fitting in our production model can be expressed.

The simulation is controlled by a central clock. The simulation is not a real-
time simulation, but by using this clock as the central heartbeat, a lot of con-
currency problems could be prevented.

A path finding solution is in case of this particular simulation one of the
challenges. The production system is based on autonomous entities, actually the
product agents, that share the production grid, each having a specific goal, and each
making the product it represents. The way this goal should be accomplished should
fit in the common goal of the system, a versatile agile production system.

6.6.1 Implementation
The simulation has been implemented as two components. First, there is the core
system that actually performs the simulation. The second component is a graphical
user interface (GUI) that will show in detail the working of the production system.
It is possible to use the core system without the GUI if a lot of simulation runs can
be made to generate data that can be studied afterwards.

Java has been used as the language for implementation. It is not considered to
be the fastest language, but it fits well in modern software engineering concepts.
The fact that many multiagent platform implementations are also based on Java
was the second reason to use this language, because this simulation can also
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become part of the production software that is actually a MAS based on Jade. Jade
is a Java-based multiagent programming environment.

6.6.1.1 Core system
This section describes the functional requirements as well as some aspects of the
technical implementation.

The following list of requirements shows the most important aspects of the
core system functionality:

● De-simulation is driven by a central clock, used by all software components of
the system.

● Paths between nodes can be unidirectional or bidirectional.
● There can be only one transport robot on a path between nodes.
● The core simulation program should run with or without the GUI.
● A node can have an equiplet attached, but this is not required.
● The grid description is supplied by an XML file.
● A grid should have at least one entry node and also at least one exit node.
● The production requirements and other data are supplied by XML files.
● The data generated by the simulation should be stored in a file that can be

analysed afterwards.

The central clock is implemented using standard patterns of object oriented
programming, the singleton pattern combined with an adapted version of the
observer pattern. The singleton pattern prevents the existence of multiple clock
objects and the observer pattern makes it possible to inform other objects about a
new clock tick.

Several solutions for path finding were investigated to find a solution that was
usable in our system. The original choice was an implementation of flood fill
(based on the Dijkstra algorithm). The reason for this choice is that it would be easy
to implement a decentralized as well as a centralized solution. In our solution, this
approach turned out to be not usable in bigger grids with a lot of transport robots.
It had to do with the way the programming language Java is managing memory
making the simulation memory-intensive and slow as well as a problem with pre-
venting deadlocks. So, a less memory intensive solution was sought for. This
solution was completely decentralized. This decentralization fits well in the agent-
based concept. A transport robot looks for free nodes in its direct neighbourhood
and then checks if for all the nodes attached to these nodes if an equiplet is avail-
able offering the production step needed. If a node with the right equiplet is
available, the robot will move in that direction, otherwise a random available
direction will be used where the same approach is applied avoiding nodes that were
already visited. It turned out to work; however, the solution was far from optimal as
one might expect. The memory usage was low and no deadlocks occurred under a
load of 80%, but some paths turned out to be very inefficient. Finally, based on this
experience, a solution has been chosen. This solution uses a special map that was
generated telling for every node how far it was away from a certain production step.
By using this information, the path finding turned out to work well.
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6.6.1.2 Graphical user interface
The GUI should offer possibilities to visualize and even control the simulation
while it is running by showing a map of the grid. The simulation can be paused and
the objects of the simulation (like equiplets, nodes, transport robots) can be
inspected by clicking on it. The progress of the execution of a production step by an
equiplet is visible during the simulation. Several windows showing additional
information should be available. In Figure 6.8, the GUI is shown.

The GUI has been implemented using the Java-swing library. Swing is widely
used for GUI-based Java applications and turned out to fit our requirements.

6.7 Benefits beyond production, the life-cycle agent

After completing the product, a product agent is available that collected information
about the design as well as every single production step. An important aspect of our
research is the investigation on what roles the product agent can play in other parts of
the life cycle of a product. It should be a waste of information by just throwing the
information collected by the product agents away. The concept presented in this
section is a so-called life-cycle agent that will be the representative of the product in
cyberspace. These agents could reside within the product itself or living in the cloud
and being connected with the product every now and then or continuously. The
product agent thus evolves to what we will call the life-cycle agent.

6.7.1 Design and production
As stated earlier, the design of a product will be greatly influenced by the indivi-
dual end-user requirements. Cost-effective small-scale manufacturing will become
more and more important.

The manufacturing system based on a grid of cheap and versatile production
units called equiplets is already described in the previous sections. Important is the

Figure 6.8 The GUI of the simulation
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fact that the product agent is responsible for the manufacturing of the product as
well as for collecting relevant production information of this product.

This concept is the basis for the roles of the product agent in later phases of the
life cycle. The product agent carries the product design as well as the production
data and can be viewed as the software entity that represents the product possibly
in cyber space. From now on, the product agent will be the life-cycle agent in the
other phases of the life cycle of a product.

6.7.2 Distribution
Life-cycle agents can negotiate with logistic systems to reach their final destination.
Logistic applications based on MASs already exist [15]. Information of product
handling and external conditions, like temperature, shocks etcetera can be measured
by cheap wireless sensors and collected by the life-cycle agent in its role of guidance
agent during the transport or after arrival at the destination. The handling and external
conditions during transport can be important during product use, especially for pro-
duct quality, maintenance and repair.

6.7.3 Use
The role of the life-cycle agent during the use of the product could focus on several
topics. The first question one should ask is: who will benefit from these agents, that
is who are the stakeholders. In a win–win situation, both the end user as well as the
manufacturer could benefit from the information. If a product is a potential hazard
(in case of misuse) for the environment, the environment could also be a winner if
the agent is capable of minimizing the effects of misuse or even prevent it.

In the next subsections, several topics of usage of the life-cycle agent are proposed.

6.7.3.1 Collecting information
A life-cycle agent can log information about the use of the product as well as the
use of the subsystems of the product. Testing the health of the product and its
subsystems can also be done by the agent. These actions should be transparent for
the end user. If a product needs resources like fuel or electric power, the agent can
advise about this. An agent can suggest a product to wait for operation until the cost
of electric power is low, i.e. during the night. It depends of course on the type of
device if this should be implemented.

6.7.3.2 Maintenance and repair
Based on the logging information about the product use and the use of the sub-
systems, an agent can suggest maintenance and repair or replacement of parts.
Repairing a product is easier if information about its construction is available. Also
the use of a product or the information about transport circumstances during
distribution can give a clue for repair. An agent can also identify a broken or
malfunctioning part or subsystem. This could be achieved by continuous monitor-
ing, monitoring at certain intervals or a power-on self-test.

An important aspect of complex modern products is the issue of updates or
callbacks in case of a lately discovered manufacturing problem or flaw. In the worst
situation, a product should be revised at a service centre or the manufacturing site.
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Information about updates or callbacks can be sent to the life-cycle agent that can
alert the end user in case it discovers that it fits the callback or update criteria. This
is a better solution for a callback than globally advertising the problem and alerts
all users of a certain product when only a subgroup is involved.

6.7.3.3 Miscellaneous
Use of life-cycle agents could result in transparency of the status of a product after
maintenance by a third party. The agent can report to the end user what happened
during repair so there is a possibility to check claimed repairs. Of course, the agent
should be isolated from the system during repair to prevent tampering with it.

Recovery, tracking and tracing in case of theft or loss are also possible by using
this technique.

When the end user wants to replace a certain device by a new one, the life-
cycle agent can give advice about the properties the replacing device should have,
based on what the life-cycle agent has learned during the use phase.

6.7.3.4 Internet of Things
All possibilities mentioned for the use phase fit nicely in the concept of the Internet
of Things (IoT). The life-cycle agent is actually the software that lets the device
communicate and act in the environment.

6.7.4 Recycling
Complex products will have a lot of working subsystems at the moment the end user
decides it has come to the end of its life cycle. This is normally the case when a certain
part or subsystem is broken. The other remaining parts or subsystems of the product are
still functional, because in a lot of complex products, the mean times between failure of
the subsystems are quite different. The life-cycle agent is aware of these subsystems or
components and depending on the economic value and the remaining expected lifetime
these components can be reused. This could be an important aspect of ‘green manu-
facturing’. An important issue here is that designers should also take in account the
phase of destruction or recycling. Disassembly and reuse of subsystems should be a
feature of a product for this approach to be successful.

The life-cycle agent can reveal where rare or expensive material is situated in the
product, so this material can be recovered and recycled. This way the product agent
can contribute to the concept of zero waste. Zero waste is just what it sounds like –
producing, consuming and recycling products without throwing anything away.

Another advance of having a life-cycle agent at hand in case of recycling is the
fact that the life-cycle agent has the information how a product is constructed (the
agents was at that moment the product agent). This is helpful when a product must
be taken apart. For certain steps, a kind of undo-steps should be carried out to
dismantle a product.

6.8 Summary

In this chapter, a global overview of the agile agent-based manufacturing system
has been presented. The differences with standard production systems and special
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features have been discussed. As stated earlier, the proposed system is not meant as
a replacement for large-scale production, but as a new paradigm for small-scale
agile production fitting in the concepts of industry 4.0. The concept can also be
useful for situation beyond manufacturing where IoT turns the world into a domain
of distributed autonomous systems.

So far we have working equiplets, a webinterface for designing simple pro-
ducts and a working agent platform to control the grid, but the transport system is
still under development.
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Conclusion of part 2

In this part, the applications of autonomous decentralized systems to control sys-
tems of important social infrastructures which have an extremely high mission
criticality are shown. In Chapters 2, 3 and 4, the applications for a railway control
system and a variety of assurance technologies are described. In Chapter 5, the
application for air-traffic surveillance and its fault-tolerant technology is described.
Chapter 6 has its focus on the role of autonomous systems in manufacturing.

In Chapter 2, online test technology for an autonomous decentralized railway
signal control system is shown. Here a heterogeneous real-time autonomously
integrating architecture, its system configuration technology and ensuring safety
technology are described. With this technology, huge and complex control systems
can be set up step by step and partially replace the system.

In Chapter 3, the technologies that realize safe and stable operation under any
circumstance are described. For example, it is in improvement of systems or
coexistence with existing systems, flexible correspondence is possible. How this
need was solved was described, giving an actual example.

In Chapter 4, technologies which integrate control and information utilizing
autonomous decentralized system are shown. The characteristics of autonomous
decentralized system such as a data-driven architecture and online property make
easy-to-develop large-scale and complex information-based control system step-
by-step possible. As an example of its application, ATOS (Autonomous Decen-
tralized Transport Operation Control System), which is a Tokyo area transport
operation control system, has been mentioned.

In Chapter 5, an ADS technology with a fault-tolerant property is discussed.
The proposed technologies reduce data traffic in air–ground communication with
keeping continuous target tracking in an air-traffic surveillance system.

In Chapter 6, an agile manufacturing model based on autonomous decen-
tralized systems is described. This model offers interesting possibilities for modern
manufacturing where the role of the end-user is increasing resulting in the need for
affordable production of small batches or even single unique products. Extending
the concept may also result in reuse of product parts and reducing waste.

In this way, the autonomous decentralized systems can flexibly reconfigure the
system while securing the safety and stability of the system with high mission
criticality. It is expected that autonomous decentralized systems are useful to build
social infrastructure systems that can quickly adapt to changes in the social envir-
onment and contribute to the improvement of people’s quality of life.
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Part 3

Developing ADS technologies and applications
leading to innovation in lifestyle

Overview

We are living today in a society controlled and managed by various systems. Our
lifestyles are fully determined by the advancement of such systems. A large system,
either a social or an engineering system, is a collection of interacting elements or
component, in which the behaviour of any element depends on its direct or indirect
interactions with the other elements. A system can be considered from three major
viewpoints: the architecture, the interface, and the behaviour. Systems can be
designed using different approaches, such as centralised, decentralised, top-down,
and bottom-up approaches. ADS (autonomous decentralised system) is a set of
concepts and technologies developed to design and manage large engineering
systems. The same concepts and technologies are now being used in the large social
and economic systems.

ADS concepts and technologies were initially developed in the 1970s and were
applied in high-speed trains and transportation systems. International symposium on
ADS was established in 1993 to disseminate and publicise ADS and related research
and practice. Over the past two decades, ADS has not only evolved and advanced
conceptually and technologically but also penetrated and found applications in many
areas of social, economic, business, and healthcare systems. ADS also blends with
many current technologies, such as service-oriented computing, where participating
parties are loosely coupled and autonomously cooperative; cloud computing, where
distributed computing units are transparent to the users and can elastically scale out
and scale in; message-based integration systems, where messages are sent by content
code instead of by destination address; and distributed intelligence, such as the
Internet of Intelligent Things (IoIT), where computing, communication, and data
resources can be distributed and collaboratively complete coherent missions. These
advances lead to innovations in our daily activities of our lifestyles.

In this part of the book, we present a number of new studies that represent the
latest development and advancement of ADS concepts and technologies in different
application areas.

Chapter 7 in this part is on railway ticketing services, which represents a key
application area of ADS concepts and technologies. Ticketing services are directly
used by ordinary people in their daily life, and the innovation of making the system



more friendly and usable changes the way the people use the transportation system
and thus their lifestyle. In this study, a new ticketing system is developed to address
problems in the conventional ticketing systems, such as the difficulties of colla-
boration among different systems, fulfilling diversity needs of users, and upgrading
the system. The new system is more convenient for the passengers and is more cost
effective. ADS concepts and technologies are perfect for this system, as it involves
a heterogeneous system of autonomous devices, collaboratively operated through
messaging and transactions. The system consists of units, such as integrated circuit
card readers, terminals, automatic fare-collection gates, ticket-vending machines,
fare-adjusting machines, station servers, and a central server. Except for the central
server, all the other devices are autonomous and can be seamlessly added and
removed without impacting the operations of the other devices, because ADS
supports loose coupling and content-based messaging. The study further extended
the content-based messaging technology into the autonomous cooperative proces-
sing technology (ACPT) and autonomous decentralised data consistency technol-
ogy (ADDCT). ACPT makes autonomous decisions based on locality information.
This ensures the high-speed operation of each subsystem by dividing a process and
combining the results from the divided subprocesses according to the characteristic
of each transaction. Even if the decisions are made autonomously and using locality
information, ADDCT guarantees data consistency under the heterogeneous real-
time architecture by cooperation among the system’s units and by determining the
residence time of data in each autonomous unit according to the data distribution.
The evaluation results show that the new ticketing system meet the diverse
requirements and can easily be scaled out to more subsystems.

Chapter 8 in this part presents the extension of ADS concepts to service-
oriented computing and cloud computing. The overall system studied in this
chapter is considered to have three layers: architecture, interface, and behaviour.
The system architecture is based on the service-oriented architecture and follows
ADS concepts. The system interface defines the interconnection among the units
through standard service interfaces. The units’ behaviours and functionalities
are autonomous and decentralised. Each unit is considered to be a robot and a
service connected to a cloud-computing environment and is called Robot as a
Service (RaaS). RaaS concepts and related technologies bridge the ADS to the
current design and integration patterns of heterogeneous systems. RaaS emphasises
standard interfaces, platform independence, loose coupling, serverless local com-
puting surrounding a cloud-computing environment, and elastic scalability with
scaling in, scaling out. The behaviours of the RaaS units are defined independently
of each other, and they cooperate in loosely coupled manner.

RaaS is not only a set of concepts. Related technologies have been developed to
implement RaaS. A VIPLE (Visual IoT/Robotics Programming Language Environ-
ment) has been developed based on RaaS concepts to support the easy imple-
mentation and deployment of RaaS through visual programming. VIPLE uses a
JavaScript Object Notation – JSON-based standard interface to connect different
hardware platforms. Physical robots and IoT devices running on Intel and ARM
(Advanced RISC Machines) architectures have been implemented. Virtual devices
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represented in the Unity game engine and in HTML 5 Web are implemented to
simulate the execution of RaaS. VIPLE can read any types of sensors on the devices,
process the sensory data to generate the control data, and send the control data to the
devices. It is also possible to perform local computing on the devices, if they have
adequate computing capacity. VIPLE is based on p-calculus and has the full capacity
of a complex programming language, such as Cþþ, C# and Java, plus the process
control and event-driven programming capacity. It can connect to multiple RaaS
units and process sensory data from different units jointly to make coordinated
decision and control. Different case studies have been developed, including encod-
ing/decoding, service orchestration, traffic simulation, and maze navigation.

RaaS and VIPLE have been used in education for teaching computer science
concepts, programming, control, communication, and embedded systems in various
schools and universities.

Chapter 9 in this part presents a smart phone app that helps JR East (East Japan
Railway Company) passengers to obtain necessary information easily. The app
utilises various kinds of location technologies and devices, such as GPS, Wi-Fi, and
ultrasonic beacons, to provide real-time data unique to railway business operators,
such as operational status, delay of trains, location information, and occupancy of
trains, as well as well as entertainment contents consisting of e-books, games, etc.,
offered by the shops in its station buildings and around its stations.

The entire system consists of a number of major components. The client is the
smart phone. It connects to the ground system through Wi-Fi and Internet. The ground
system offers various content data, stores the user profile, and accesses logs. The
ground system connects to the trains to obtain information such as the occupancy and
temperature in the train. It also connects to external systems to obtain other informa-
tion, including each train’s operational status, the locations of trains, their departure
and arrival times, as well as public service information such as weather.

The app was first made available in March 2014, and user accesses have been
traced and analysed. Several millions of users in different age groups have been
using the app, and many of them are using it actively. Access logs show that the
content mainly requested is real-time information related to the use of railways. In
addition, the questionnaire survey revealed that around 80% of the respondents are
satisfied with this information service and around 90% of respondents are willing to
continue to use this app.

Chapter 10 in this part studies large social systems and how ADS concepts can
contribute to the development and management of such large systems, just like
ADS was initially applied to manage large engineering systems in a decentralised
manner.

The technological innovations, particularly in information and communications
technology, have made major impacts on personal life and on enterprise systems.
However, their impact on social control systems has been marginal so far. Although
there are many similarities between large engineering systems and social systems at
the high levels, the differences are significant, as social systems have more non-
deterministic factors and are less predictable than the engineering systems. ADS
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concepts are based on autonomous and decentralised approaches, which can better
deal with the nondeterministic factors and unpredictable issues in social systems.

This chapter also develops the concepts of social control systems to deal with
the centralised regulations and decentralised, local, and cultural enforcement.
Based on an in-depth autonomy of social systems, this new approach is proposed to
apply ADS concepts to form the dynamic social systems, including the preparation,
implementation, local expansion, and global-expansion processes. Several case
studies, including large systems in engineering and local and global governments,
are presented to illustrate and validate the proposed approach.

Simulation is a critical step in the system design process. It is used in almost
every sector of industry, business, economy, and society, and it affects nearly every
aspect of our life. With the support from the latest computing and communication
technologies, simulation becomes even more powerful and more useful. However,
today’s systems are often very large, decentralised, and interactive. The system
behaviours are always complex and nondeterministic. For such systems, distributed
simulations are required, and the distributed simulations themselves are very dif-
ficult to build individually.

Chapter 11 in this part proposed and applied an emerging technology, called
Internet of Simulation (IoS), to assist in understanding the design and implementation
processes of complex ADSs. IoS extends the concepts of Internet of Things (IoT) with
virtual things and then bridges the virtual and physical worlds. The core characteristics
of IoS cover three areas of research: the relationship to IoT as a network of virtual
things, the iterative and hierarchical concepts of Simulation as a Service and Work-
flow as a Service for massive-scale co-simulation, and the interconnectivity between
IoS and devices within the physical world of IoT. Based on IoS template, engineering
and design challenges can be significantly improved in the design process. The study
also shows that IoS can be useful for large-scale simulation. It can be used for
improving autonomy by providing ready access to detailed simulation services. Such a
scheme facilitates unsupervised learning for decentralised systems with increasingly
autonomous systems.
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Chapter 7

Railway ticketing services (Suica)

Akio Shiibashi1

Abstract

Conventional automatic fare collection systems (AFCSs) present difficulties in
collaborating with different systems, fulfilling various needs, and upgrading. Each
terminal was designed to provide a single function such as ticketing, checking, or
collecting in a stand-alone configuration, equipped with an embedded system.
Upon designing the new AFCS, three points were expected: solutions to those
problems, improved convenience for the passengers, and reduced maintenance
costs. To satisfy such requirements, the contactless integrated circuit cards (IC
cards) were proposed as the alternatives of the paper tickets, and the IC card ticket
system named Suica has been developed and utilised by East Japan Railway
Company, based on the concept of autonomous decentralised systems. Gate con-
trol, transaction process, and value-added services have been integrated in this
system. Nowadays, it is becoming more and more important to integrate control,
information, and service into a system. This integration enables not only the
exchange of messages among heterogeneous systems but also the creation of
adaptive integrated systems that satisfy a wide variety of user requirements. This
chapter presents the development of Suica system as a case study.

7.1 Introduction

With the contactless integrated circuit cards (IC cards), the IC card ticket system
(ICCTS) introduced in this chapter is a typical example of embedded service by
autonomous decentralised system [1–3]. The conventional automatic fare collec-
tion systems (AFCSs) with the magnetic paper tickets present difficulties in:

1. collaborating with different systems because each terminal is in a stand-alone
configuration;

2. fulfilling various needs because each terminal is designed to provide a single
function such as ticketing, checking, or collecting; and

3. upgrading because each terminal is equipped with an embedded system.

1JR East Mechatronics Co Ltd., Japan



Therefore, the customers have to go to the exact terminals every time they want
something. Sometimes, they have to be in queues several times if their purposes
refer to multiple functions which are not defined by them but the terminals. For
maintenance, the servicepersons have to visit every terminal to upgrade its
embedded software – sometimes by replacing the built-in memories.

The ‘new’ AFCS was first expected to solve those problems. Networking the
multifunctional terminals was the first solution, but network was neither fast nor
reliable enough for transactions. The gates, for example, should hold the customers
as long as the automatic teller machines if they should confirm reliability in the
same way. Hence, the concept of autonomous decentralised systems (ADS) is
introduced to the new AFCS, where IC cards, with more capacity and better
security than the magnetic paper tickets, are adopted as the media in the data fields
(DFs); this new AFCS is named the ICCTS.

In the ICCTS, the ticket vending machines which used to sell magnetic paper
tickets only are replaced to provide IC card tickets, top up the balance and the ticket
values onto them, and print the transaction records. The gates which used to check the
paper tickets at entrances and collect them at exits are replaced to calculate and deduct
the fares and even top up the balance if necessary. The terminals are connected to each
other in a network and enable such collaborated tasks of fare calculation and trans-
actions. The network is also used for upgrading the ‘opener’ software in each terminal.

The ICCTS also improves convenience for the passengers. The passengers no
longer have to purchase a single paper ticket and insert it to the gates for every
journey; they just top up the balance onto the IC cards and tap-and-go through the
gate where the exact fare is deducted. Replacement of paper tickets by IC cards
reduces the mechanical parts in terminals, which results in reduction of main-
tenance costs as well. The system named Suica was originally developed only as a
fare collection system for East Japan Railway Company (JR East) and has gradu-
ally expanded to support private railways and e-commerce as well. Suica owes such
expansions as well as the originally expected features for the specific system
architecture: autonomous decentralised system (ADS) (Table 7.1).

To enable such features, there exist heterogeneous requirements. Both quick
response and high reliability are mandatory in fare collection and e-commerce. In
the ICCTS, the users tap their cards onto the readers. In other words, it is the users
who govern the time in which the cards and the readers are communicable. Then
the quicker is the better because the terminals cannot control the way of tapping.
Meanwhile, the values spent at the terminals are very equivalent to cash, and the
system can never miscount the value, that is a certain length of time is necessary to
process the transactions. To resolve such time constraints in different service pro-
cess requirements, the DFs are differentiated by different time ranges, and the
heterogeneous-timed DFs are constructed in ICCTS.

7.2 System structure

As described in Section 7.1, the concept of ADS is introduced to ICCTS to achieve
both high performance and high reliability. ICCTS consists of IC cards, terminals
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(e.g. automatic fare collection gates, ticket vending machines, and fare adjusting
machines), station servers, and a central server. Each station has several terminals and
a station server, and they are connected to each other via local area network within the
station. Station servers are connected to the central server via a wide area network.

There are three DFs distributed among the subsystems (Figure 7.1):

1. DF1 between an IC card and a terminal,
2. DF2 among terminals and a station server within a station, and
3. DF3 among station servers and the centre server throughout the stations.

Table 7.1 Comparison of conventional AFCS with ICCTS

Viewpoint Conventional AFCS ICCTS

Collaboration with
different systems

Unavailable in a stand-alone
configuration

Available through a network

● Terminal to terminal, e.g. fare
calculation

● Card lifecycle management
system

● Seat reservation system
● Train controlling system

Fulfilment of
various needs

Poor with single functionality Better with multiple functionality

Upgrades On the spot because of a
stand-alone configuration

Available through a network

Improved convenience
for the passengers

Poor with single functionality Rich with multiple functionality,
e.g. e-commerce

Reduction of mainte-
nance costs

Costly with enormous
mechanical parts

Less costly with less
mechanical parts

Station

Automatic fare
collection gates

Ticket vending
machines

Virtual DF
IC card IC card

Fare adjusting
machines

Station
server

Station

Centre server

DF by wireless
communication

DF by wired
communication

Station

IC card

IC card

IC card

DF2

DF1

DF1DF1

DF1

DF3

Figure 7.1 IC card ticket system. Copyright � 2009 IEICE [4]

Railway ticketing services (Suica) 161



These three DFs have different transmission methods with the respective time
ranges determined by the needs of the subsystems. The subsystems attached to DF1
have functions for payment, fare collection, and gate control. Here real-time pro-
cessing is required in order to avoid congestion. Therefore, the total processing
time in DF1 is designed to be under 0.2 s – this is a requirement for what are called
control systems [5]. The station servers and the centre server do not serve the
hurrying passengers directly but deal with their accounts. Therefore, the data in
DF2 and DF3 are transmitted through the wired network hourly and daily. The
wired network and the time range for storing this data have been adopted to assure
reliability of the data as required for information systems.

In addition, a ‘virtual DF’ is applied to the system. This ‘virtual DF’ is the field
where IC cards are actually carried by the passengers. Here an IC card is regarded as a
medium of data transmission, and the data are accessed when needed at the terminals.

These DFs have different characteristics and are named ‘Heterogeneous DFs’,
and the total structure is named ‘heterogeneous autonomous decentralised system
structure’. This structure is one of the key properties of the ICCTS. The hetero-
geneous DFs are adopted to assure (1) high performance (real-time operation) and
(2) fault tolerance. This chapter introduces two technologies which are necessary
for the properties of real-time processing and transactions.

7.3 Autonomous cooperative processing technology

The fare systems in Japan are very complicated; each transit operator provides an
independent fare table based on the exact distance in kilometres, and the total fare
is the summation of each fare with some exceptions. What makes more compli-
cated is ‘commuter passes’ which allow free rides within the registered area in the
designated period. In the conventional AFCS, the customers looked up the desti-
nation in the fare tables and purchased the tickets; it was up to them to take com-
muter passes into consideration. The customers who travelled further from their
commuter pass areas had to step into the terminals in front of the exit gates to pay
the extra fares. The ICCTS is expected to calculate such fares at the gates so that
the customers do not have to step into the ticket vending machines or the fare
adjusting machines. To fulfil this expectation, the gates are expected to process an
IC card ticket within 0.2 s, which has been derived from the observance of human
behaviours, while there are trillions of fare combinations. As the entrance gates
cannot predict where the customers will get off, it is considered to be the exit gates
that calculate the fare. However, it is far above the specifications. To solve this
problem, fare calculation is divided to two steps at an entrance and an exit, using
autonomous cooperative processing technology (ACPT).

In the heterogeneous-timed-DF architecture, each subsystem cooperates with
other subsystems and distributes processes autonomously based on the local infor-
mation. ACPT was proposed to guarantee high-speed processing in each subsystem by
dividing a process and combining the results from the divided sub-processes according
to the characteristic of each transaction.
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7.3.1 Technology
The processing time at the terminals in DF1 is required to be under 0.2 s. In this short
time, they need to detect, authenticate, read, judge, write, and verify IC cards [6] in
addition to fare calculation, which is the most time-consuming of all these processes.

There are two problems with fare calculation. The first problem is the highly
complicated fare system in Japan where fares are based on distance in kilometres,
while they are fixed at flat rates or based on simple zones in other countries. In
Japan, there are fare combinations equal to the number of combinations of stations.
Moreover, some passengers hold ‘commuter passes’ which allow unlimited rides
within the passenger’s predetermined commuting zone. The fare calculations must
take such passes into consideration if it is less expensive.

The second problem is that the passengers’ destinations are unpredictable. In a
conventional magnetised ticket system, passengers have to check the fare table, buy
their own tickets, and pay additional fare upon exiting if they did not pay enough
with the original tickets. In ICCTS, the passengers no longer need to buy tickets in
advance – it is very convenient for them, but the terminals at the entrances have no
way to know their destination. It takes a long time if the fare calculation is done
entirely at the exit; the terminals must scan the complete fare list including the fares
from the entrance station to the exit station.

ACPT was proposed to resolve these two problems using a virtual DF [7]. In
this technology, the fare calculations are divided into two steps (upon entrance and
exit), and the necessary information is transmitted by cards carried by passengers
who move within the virtual DF. The procedure is shown in Figure 7.2. In this case,

Pre-boarding
process (Sta. A)

FAJ: Fare
from Sta. A to Sta. J
(temp. fare)

Sta. J:
Nearest from Sta. A

Sta. A
(Entrance)

FAB:Fare between Sta. A and Sta. B

Autonomous cooperative process

Compare possible fares
∙ FAJ+FKB
∙ FAB
(lower one is deducted)

Sta. B
(Exit)

Sta. K:
Nearest from Sta. B

Post-boarding
process (Sta. B)

FKB: Fare
from Sta. K to Sta. B

Commuter
pass area

Sta. X Sta. Y

Figure 7.2 Autonomous cooperative processing technology. Copyright � 2009
IEICE [4]
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a passenger has a commuter pass, which is valid from Station J to Station K and
travels from Station A to Station B, both of which are outside of the valid com-
muter pass area. Within the commuter pass area, Station J is the nearest station to
Station A, and Station K is the nearest to Station B. There are two possible fares:
(1) the direct fare from Station A to Station B or (2) the sum of the fares from
Station A to Station J and from Station K to Station B.

When the passenger enters Station A, the terminal determines that it is out of the
valid commuter pass zone and selects Station J, the nearest within the valid com-
muter pass area. Then, it writes on the IC card that the cardholder gets on at Station A,
and that the temporary fare to the nearest Station J is FAJ (pre-boarding process).

When the cardholder exits from Station B, the terminal judges that it is also out
of the valid commuter pass zone and selects Station K, the nearest within the valid
commuter pass area (post-boarding process). Then it calculates the fare between
Station K and Station B (FKB) and compares two possible fares: (1) the direct fare
between Station A and Station B (FAB) and (2) the sum of FAJ and FKB. The less
expensive fare is deducted from the IC card (autonomous cooperative process).

7.3.2 Evaluation
The effectiveness of ACPT is shown in Figure 7.3. These are the results from
simulations comparing the process time with and without ACPT. With ACPT, the
fare calculations are divided into two stages: upon entrance at Station A and upon
exit at Station B. Without ACPT, all the fare calculations are done upon exit from
Station B. The ‘calculating time’ is the simple calculating time, and ‘process time’
is the total time for a passenger to go through a gate, including both ‘calculating
time’ and waiting time at gates. Each station is supposed to have ten gates.

Figure 7.3(a) shows the times in relation to the number of stations. ACPT is
superior (spending less time in calculating and processing) when the number of
stations exceeds 43. Figure 7.3(b) shows the times as the number of the transac-
tions. ACPT is superior when there are over 42,700 transactions per day.

According to these results, the greater the numbers of stations and transactions,
the more effective ACPT is.

The number of stations in the Suica system was 647, and the number of the
transactions was approaching 20 million per day when it was implemented. Thus,
ACPT is most effective in the situation that the numbers of stations and transactions
are huge [7].

7.4 Autonomous decentralised data-consistency technology

High performance at the gates is achieved by ACPT as described in Section 7.3.
However, another problem still exists in the transactions; no matter how quickly the
terminals process, there are the customers who behaves much faster than them. In
such cases, the IC cards are not processed correctly. Some customers are blocked
at the next gates because ACPT cannot work without the previous record. Other
customers might be able to escape from payment, which results in inconsistency of
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clearing data between the customers and the stores. To solve this problem, the
transaction data are stored both in IC cards and the centre server, compared to each
other, and used for complementation if necessary, using autonomous decentralised
data consistency technology (ADDCT).

The main objective of Suica is to assure the fluidity of passengers. To guar-
antee real-time processing at high-transaction rates, incomplete data are passed and
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coexists with complete data in DFs. ADDCT was proposed to achieve data con-
sistency under the heterogeneously timed DFs architecture by cooperating with
each other and determining the residence time of data in each DF autonomously
according to the data distribution.

7.4.1 Technology
ICCTS uses wireless communications at DF1. It is very convenient for passengers, but
it is prone to instability in communication due to improper card use. This section
introduces ADDCT, which recovers missing data caused by such unstable commu-
nication [6]. This technology has two derivatives: single-layered data consistency
technology [8] and multi-layered data consistency technology [9,10].

In ICCTS, an IC card can communicate with a reader at the gate while it is
within the communication area. The time of staying within the communication area
depends on the holder’s behaviour. According to the statistics, the minimum
required time is 0.2 s [6,11,12], the time period which ACPT targets. However,
some passengers do not handle the cards properly, and the card thus cannot be
processed.

The way ICCTS detects the end of process is shown in Figure 7.4. Each reader
unit updates its data when it receives a ‘data-process completed’ signal from the IC
card. This last signal is transmitted near the border of communications area, so the
process is not always completed successfully when the passengers handle their IC
cards improperly. In this case, although the data in the IC card is updated, the
reader has not received any signal indicating that the update is complete. This is a
problem called ‘data missing’. A conventional magnetised ticket system would shut
the gate and thereby completely control the contact signals; thus, ‘data missing’
was practically unheard of. However, if ICCTS had to shut the gate, serious con-
gestion would occur, which could lead to accidents. Opening gates even in the case
of failures have been a problem with ICCTS.
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Controller
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Figure 7.4 Data processing at the reader. Copyright � 2009 IEICE [4]
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ADDCT is a technology that recovers the data from a failure, considering data
consistency. Here, the data in the readers are treated as ‘temporary data’ even when
the readers cannot catch the ‘data-process completed’ signal. If the next process is
completed normally, ADDCT checks the consistency of the data and revises the
‘temporary data’ as ‘definite data’.

Samples of ADDCT are shown in Figure 7.5. Subsystems are classified into
several layers. For example, ICCTS has three layers: (1) the gate at Layer 1, (2) the
station server at Layer 2, and (3) the centre server at Layer 3. Since the ADDCT
application runs at each subsystem, ‘missing data’ has only to meet the partner data
to be recovered. If not, data will be broadcast to the lower layer, where ADDCT
application runs again. This combination of ADDCT at multiple layers is called
multi-layered data consistency technology.

Figure 7.5 can be modelled as Figure 7.6. Here, three data (Data 1, Data 2, and
Data 3) are created first. Then, they are stored at Gate11 in Layer 1 for time t1, and
then ADDCT application runs for time t1p. While being stored, Data 4 to match
Data 1 catches up at Gate11 at Layer 1. Hence, ADDCT application adjusts the
data, and the rest (Data 2 and Data 3) are broadcast to DF2. Data 5 from Gate12 in
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Figure 7.5 ADDCT application running at Layer 1/2/3: (a) ADDCT application
running at Layer 1, (b) ADDCT application running at Layer 2, and (c)
ADDCT application running at Layer 3. Copyright � 2009 IEICE [4]

Railway ticketing services (Suica) 167



Layer 1 joins them at Station Server21 at Layer 2 through DF2 to match Data 2.
Those three data are stored for the time t2, and then ADDCT application runs for
the time t2p. Data 2 is adjusted, and the last one (Data 3) is again broadcast to DF3
where Data 6 comes from Station Server2x at Layer 2.

The number of layers results in the number of transactions per node; the fewer
layers result in the more transactions per node.

Figure 7.7 shows how the ADDCT application recovers ‘missing data’. This is
an example of the ADDCT application running at Layer 3. A passenger has an IC
card with the value of 1,000 yen and travels from Station A to Station B. The
possible fare of 130 yen is written at a gate in Station A. The gate ‘broadcasts’
the data to the DFs as ‘definite’ with a sequential number (#14 in this sample) when
the process is successfully completed, and the reader receives the ‘data-process
completed’ signal (Figure 7.7(a)).

Suppose that a reader at Station B fails to receive the signal indicating
the completion of data processing, although it has actually been processed in the
passenger’s IC card itself, in this case, the gate autonomously broadcasts the
unconfirmed data to the DFs as ‘temporary’ (sequential number 15) (Figure 7.7(b)).

If the passenger uses the same card and completes the processes upon entrance
at Station C, the data numbered 16 is ‘definite’. The centre server checks those
sequences and changes its status from ‘temporary’ to ‘definite’ if the ‘temporary’
record is surrounded by ‘definite’ data without inconsistency (Figure 7.7(c)).
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With ADDCT, IC cards can escape from being voided even if passengers have
caused ‘data missing’. The data are recovered before being blacklisted, that is this
technology assures reliability of data through the integration of autonomous pro-
cesses at the terminals and at the centre server.
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7.4.2 Evaluation
7.4.2.1 Function reliability
The autonomous decentralised system guarantees smooth operation even with
partial failure. Therefore, function reliability is more a suitable criterion to evaluate
the architecture, since it considers the functioning portion of subsystems with the
ability to cooperate and integrate with one another, while the conventional method
of reliability evaluation judges whether total function is achieved or not [13–15].

A system model for evaluating function reliability is shown in Figure 7.8. It
shows a system consisting of several subsystems (or subsystem groups), and each
subsystem has certain functions. Each unit is evaluated by amount of function.

This section takes ‘function reliability’ into consideration for evaluation of
ICCTS. The basic functions of the ICCTS are to check for invalid cards and cal-
culate fares. Since these functions are related to data found in the cards, each
subsystem has ‘consistent data’. The achievement of functionality in terms of
ICCTS is defined as the ‘consistency of data’, which means how much data the
servers and the cards have in common (Figure 7.9).

Accordingly, ICCTS is modelled as seen in Figure 7.10. Each pellet shape seen
within the subsystem represents one piece of consistent data. In reality, ICCTS
servers save the data simply as backup and use them to facilitate greater reliability.
This simulation focuses on modelling cards and terminals since each terminal
checks invalid cards and calculates fares.

7.4.2.2 Evaluation results
The effectiveness of ADDCT in enhancing data reliability is shown in Figure 7.11,
according to simulations based on actual transactions. The amount of data which a
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Figure 7.8 Function reliability evaluation model. Copyright � 2009 IEICE [4]
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card is able to store is shown along the X axis, and the average function reliability is
plotted along the Y axis. Function reliability in ICCTS is evaluated in terms of data
consistency, which defines stable operation of a system in terms of how well it
guarantees the provision of reliable data. In the simulation, four cases are exam-
ined: one system each which runs the ADDCT application once a day, twice a day,
and three times a day; and a centralised system without ADDCT.

ADDCT can make up for as much missing data as there is available recording
space in the card. The more records a card is able to store, the more ‘missing data’
are accepted. The results from the simulations prove that if there is sufficient data,
autonomous decentralised system structure is more reliable with ADDCT. How-
ever, it was found that there is no apparent merit in increasing the number of
records in one card to more than 20. Hence, it is very important to determine the
appropriate memory size. In the Suica system, each IC card is capable of keeping
20 records at a time, and the ADDCT application runs three times a day. According
to Figure 7.11, under these conditions, the system scores the highest function
reliability. This means that the effectiveness of ADDCT is proven both practically
and theoretically [8].

Then, what if ADDCT application runs in each subsystem at each layer? To
evaluate this, a sample distribution of the passengers’ travelling times is prepared as
seen in Figure 7.12. The data in such distribution is divided into groups based on T
(0<T<T1, T1<T<T2, and so on), and each group is assigned to a layer where it is
recovered. The simulations are intended to find the most effective configuration to
deal with the transactions: the number of layers and the time each layer holds the data.

Its effectiveness is shown in Figures 7.13 and 7.14. Figure 7.13 shows the
result from a 2-layered model where T1 ranges from 1 to 59 min, while T2 is fixed at
60 min. Texp, the expectation of recovery time, indicates the minimum value of
33.82 when T1 ¼ 31. This means, in the most effective configuration of 2-layered
structure, the ADDCT application at Layer 1 should be set to run 31 min after the
flow starts.
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Figure 7.14 shows the result from the 3-layered model, where T1 and T2 ranges
from 1 to 59 min, while T3 is fixed at 60 min. Texp indicates a minimum value of 29.72
when T1 ¼ 26 and T2 ¼ 34. According to these results, in the most effective config-
uration of 3-layered structure, the ADDCT application at Layer 1 should be set to run
26 min after the flow starts at Layer 1, and the ADDCT application at Layer 2 should
be set to run 34 min after. In addition, Texp is less in a 3-layered model than in a
2-layered model, that is the 3-layered model is more efficient in this input flow.

Texp depends on the number of layers (indicated as n) and the timing of the
application (indicated as Tn). The way to design the most efficient system is to find
n and Tn to minimise Texp. To compare the results from the simulations more easily,
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Figure 7.15 shows the most appropriate parameters in each layered simulation. The
minimum values of Texp are 30.96 in the 2-layered model, 28.43 in the 3-layered,
and 28.44 in the 4-layered. The 3-layered model performs better than the 2-layered
or the 4-layered models. These results reveal two facts: more layers work more
efficiently, and too many layers become useless because the nodes cannot gather
enough diffused data to match up [9,10].

7.5 Best designing of the system

In the previous sections, ACPT and ADDCT are introduced as implementation
samples of the ADS concept to the ICCTS. This section introduces how specifi-
cations are determined to implement high performance and high reliability to the
actual designing of the systems, in particular focusing on the size of the commu-
nicable area between an IC card and a reader. The size is very important because it
governs the processing time.

7.5.1 System modelling
High performance and high reliability are the very important requirements in ICCTS,
which has been repeatedly mentioned in this chapter. Once these requirements are
satisfied, service requirements such as fluidity and service continuity are assured. One
of the most important factors is the distance between an IC card and a reader. Readers
can process IC cards only while the IC cards are within the communicable area of the
readers; the readers can no longer process the IC cards which go out of the area. If an
IC card goes out of the area in a transaction, it leads to the missing data described in
Section 7.4. Infinitively powerful readers and processors could capture the IC cards
and avoid missing data, but it is not realistic, especially in the cases depending on

50

45

40

35

30

25T e
xp

20

15
10

5

0
0 10 20 30

T
40

2-layered (T, 40)
3-layered (T, 24, 40)
4-layered (1, T, 24, 40)

50

Figure 7.15 Texp in 2-, 3-, and 4-layered simulations. Copyright � 2009 IEICE [4]

174 Autonomous decentralized systems and their applications



human behaviours. Figure 7.16 is a model of a communicable area between an IC card
and a reader. It is regarded as a hemisphere of radius ¼ r.

When a person goes through a gate with an IC card, the reader on the gate has
to process the IC card before the IC card goes out of the communicable area. The
actual distribution of the time in which humans hold IC cards within the area is
observed in Figure 7.17. This can be approximated as normal distribution.

7.5.2 Evaluation
To evaluate the model, ‘service continuity’ (reliability) and ‘fluidity’ (perfor-
mance) are proposed.

7.5.2.1 Service continuity
Service continuity is defined as the complement of error rate. The error rate is a
function of process time, and the process time is a function of radius of commu-
nicable area, that is service continuity is a function of radius of communicable area.
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Figure 7.16 Distance between an IC card and a reader
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Figure 7.18 is the normal distribution which approximates Figure 7.17. Sup-
pose that tp is the processing time of a reader. When a person holds the IC card
longer than tp, the transaction is successful. When a person takes the IC card away
from the area before tp, the transactions fails. Then successful rate of transactions is
depicted as Area A while failure rate is depicted as Area B.

In Figure 7.18, the radius is fixed at r ¼ 0.1. Figure 7.19 shows the distribu-
tions by various radius r. The longer r leads to the bigger Area B.
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7.5.2.2 Fluidity
Fluidity is defined as the number of processed IC cards per passing person in unit
time. Ideally high performance increases the numbers of both processed IC cards
and passing persons. However, in reality, more IC cards are left uncompleted in the
process when persons go through more quickly. In other words, reliability gets
lower when more persons pass through a gate. Figure 7.20 is a model of a person
and an IC card at a gate. Suppose that the velocity of an IC card is a function of the
holding person’s velocity. Then the times in which an IC card is within the com-
municable area of a reader and in which a person is along the gate can be calcu-
lated. Fluidity of IC cards is defined as reciprocal of the time in which an IC card is
within the communicable area of a reader, while fluidity of person is defined as
reciprocal of the time in which a person is along the gate. The entire fluidity is
defined as fluidity of IC cards divided by fluidity of person.

7.5.2.3 Evaluation results
Figure 7.21 shows service continuity and fluidity along the radius of communicable
area upon a certain condition. As the radius gets bigger, service continuity increases,
while fluidity decreases. Service continuity and fluidity cross at r ¼ 0.072; this is the
best size of communicable area derived from the condition. The actual size of
communicable area is 0.09 – that is the actual readers are designed to have more
importance on service continuity or reliability at the cost of fluidity.

7.6 Conclusion

In this paper, the advancement of ADS technologies in fare-payment systems was
surveyed in accordance with their changing and growing requirements and their
corresponding system structures in the last 30 years. The Suica system operated by
JR East is one of the most advanced implementations of ADS, and it has been

IC card velocity through communicable area = Vc

45°

Radius of communicable area = r

Human velocity along a gate = VH

Length of a gate = L

r

Figure 7.20 Behaviours of IC card in a communicable area and person along a
gate
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utilised not only for information transaction processing in fare calculation and
e-commerce but also for controlling the gates under 0.2 s.

Suica started as an ICCTS within Tokyo metropolitan area in 2001. It was just
a new AFCS at that time. However e-commerce use is added in 2004. Meanwhile,
similar ICCTS gradually started in major cities in Japan. They started as indepen-
dent AFCS within the cities but have eventually expanded to interoperation – one
local IC card can be used in other cities and vice versa. Such expandability owes to
the ADS concept – one ICCTS consisting of many internal subsystems becomes
one subsystem of nationwide interoperation.

The future enhancement of ICCTS is considered to be in ‘cloud’. Thanks to
networking multifunctional terminals, AFCS became more convenient and cost-
effective. However, the functions are still installed in each terminal locally; servi-
cepersons no longer visit every terminal to upgrade but download new software one
by one when necessary. The terminals need expensive secured hardware to store
confidential data. When ICCTS is proposed, communications and processor per-
formances are too poor to host online transactions at the gates. Recent development
of communications and processor performances indicates a possibility to enable
such online transactions, on the standpoint of performance. The next step is to
establish a standard to evaluate reliability of cloud – regarding as a big system
consisting of numerous tiny subsystems. If all the functions and data are stored in
cloud which all the terminals access to, upgrading become easier and less expen-
sive, and then more convenient service can be proposed.

These research activities of autonomous decentralised system extend to com-
puter, communications, and control technologies, and their integration. It is
expected that autonomous decentralised system created in Japan will play an active
role in collaboration of academia, industry, and government around the globe.
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Chapter 8

Robot as a Service and its visual
programming environment

Yinong Chen1 and Gennaro De Luca1

Abstract

Robot as a Service (RaaS) is a cloud-computing unit that facilitates the seamless
integration of robots and embedded devices into Web and cloud-computing envir-
onments. The RaaS concepts can be applied to different types of IoT applications,
including cyber-physical systems, autonomous decentralized systems, serverless
computing systems, and Internet of Intelligent Things. This section presents the
design and implementations of a number of RaaS units, as well as a Visual IoT/
Robotics Programming Environment that can visually program RaaS units through a
drag-and-drop style. Multiple physical robots and simulated robots are implemented.
The platform independence was ensured through a standard interface defined in a
JavaScript Object Notation object. The development and testing of several sample
applications is shown.

8.1 Introduction

The Internet of Things (IoT) refers to uniquely identifiable objects (things) and their
virtual representations in an Internet structure [1]. The concept was initially applied in
the radio-frequency identification tag to mark the electronic product code (Auto-ID
Lab). The concept of the IoT is extended to refer to the world where physical objects
are seamlessly integrated into the information network, and where the physical objects
can become active participants in business processes [2]. The Internet of Intelligent
Things (IoIT) deals with intelligent devices that have adequate computing capacity.
Distributed intelligence is a part of the IoIT [3]. According to Intel’s report, there are
15 billion devices that are connected to the Internet, in which 4 billion devices include
32-bit processing power, and 1 billion devices are intelligent systems [4].

In addition to IoT, a number of related concepts and systems have been pro-
posed to take advantage of Internet and cloud computing. A cyber-physical system
(CPS) is a combination of a large computational and communication core and

1Computer Science and Engineering Department, Arizona State University, USA



physical elements that can interact with the physical world [5–7]. CPSs can be
considered the extended and decentralized version of embedded systems. In CPSs,
the computational and communication core and the physical elements are tightly
coupled and coordinated to fulfill a coherent mission. The US National Science
Foundation issued a program solicitation in 2008 on CPSs, envisioning that the
CPSs of tomorrow would far exceed those of today in terms of adaptability,
autonomy, efficiency, functionality, reliability, safety, and usability. Research
advances in CPSs promise to transform our world with systems that respond more
quickly (e.g., autonomous collision avoidance), are more precise (e.g., robotic
surgery and nano-tolerance manufacturing), work in dangerous or inaccessible
environments (e.g., autonomous systems for search and rescue, firefighting, and
exploration), provide large-scale, distributed coordination (e.g., automated traffic
control), are highly efficient (e.g., zero-net energy buildings), augment human
capabilities, and enhance societal well-being (e.g., assistive technologies and ubi-
quitous healthcare monitoring and delivery) [8].

An autonomous decentralized system (ADS) is a distributed system composed
of modules or components that are designed to operate independently but are
capable of interacting with each other to meet the overall goal of the system. ADS
components are designed to operate in a loosely coupled manner, and data is shared
through a content-oriented protocol. This design paradigm enables the system to
continue to function in the event of component failures. It also enables main-
tenance, and repair is to be carried out while the system remains operational.
Autonomous decentralized systems have a number of applications including
industrial production lines, railway signaling, and robotics [9,10].

Robot as a Service (RaaS) is a cloud-computing unit that facilitates the
seamless integration of robots and embedded devices into Web and cloud-
computing environments [3,11,12]. In terms of the service-oriented architecture, a
RaaS unit includes services for performing functionality, a service directory for
discovery, and service clients for the user’s direct access. The current RaaS
implementation facilitates SOAP and RESTful communications between RaaS
units and the other cloud-computing units. Hardware support and standards are
available to support RaaS implementation. For example, the Devices Profile for
Web Services defines implementation constraints to enable secure Web service
messaging, discovery, description, and eventing on resource-constrained devices
between Web services and devices. The recent Intel IoT-enabled architectures, such
as Galileo and Edison, make it easy to program these devices as Web services.
From different perspectives, an RaaS unit can be considered a unit of the IoT, IoIT
(which have adequate computing capacity to perform complex computations [3]), a
CPS (which is a combination of a large computational and communication core and
physical elements that can interact with the physical world [4]), and an ADS.
Scheduling tasks and allocating resources in such environments require new stra-
tegies and techniques. The gang scheduling and real-time scheduling techniques in
ad hoc distributed systems and on the elastic cloud environment ensure that related
tasks are scheduled in groups and are running simultaneously [13–15], which can
be used to coordinate with the intelligent devices.
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RaaS is an important extension to cloud computing by adding distributed
computing capacity into the centralized computing model in cloud computing. This
model is similar to serverless computing [16], in which the resources used are not
in the cloud, but outside the cloud. This addition is critical for excessive computing
requirements, such as big data processing. Figure 8.1 illustrates the spiral model of
computing system development.

We started our computing era with centralized computing using mainframe
computers in the 1950s. We moved to distributed computing using personal com-
puters and workstations in the 1980s. Cloud computing hides the detail and the
complexity of distributed computing and presents the combined computing
resources as a centralized environment. Even though cloud computing can provide
any computing capacity that a client wants, it is beneficial to have a part of the
computing distributed to the front end computer. In the case of IoIT and RaaS,
using the computing capacity of the devices can reduce the computing requirement
of cloud computing, the communication delay, and the response time for clients.

The development of IoT and RaaS is not only a hardware issue. It involves
device level coding, which is difficult and time-consuming. The recent develop-
ments in executable business logic, visual workflow, and software integration have
greatly simplified software development [17]. The same techniques are being
applied to IoT and RaaS development. A number of visual programming environ-
ments have been developed. MIT App Inventor [18] uses drag-and-drop style
puzzles to construct phone applications involving not only computation but also
reading of sensory values. University of Virginia and Carnegie Mellon’s Alice is a
3D game and movie-development environment [19]. It uses a drop-down list for
users to select the available functions in a stepwise manner. App Inventor and Alice
allow novice programmers to develop complex applications using visual compo-
sition at the workflow level. First released in 2016, Intel IoT Service Orchestration
Layer is the latest visual programming tool that allows the developers to combine

Distributed big data processing

Big data processing

Support

Support

Internet of Intelligent Things
and Robot as a Service

Centralized computing (cloud computing)

Distributed computing (clusters)

Centralized computing (mainframe)

Figure 8.1 Spiral model of computing system development
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the functionalities of IoT devices through visual workflow [20]. It can be con-
veniently used for programming IoT devices based on Intel Edison, Galileo, and
other platforms. Microsoft Robotics Developer Studio (MRDS) and visual pro-
gramming language (VPL) are specifically developed for robotics applications
[21], which is a milestone in software engineering, robotics, and computer science
education from many aspects. Microsoft VPL is service-oriented, it is visual and
workflow-based, it is event-driven, it supports parallel computing, and it is a great
educational tool that is simple to learn and yet powerful and expressive. Sponsored
by two Innovation Excellence Awards from Microsoft Research in 2003 and 2005,
Dr. Yinong Chen participated in the early discussion of a service-oriented robotics
developer environment at Microsoft. MRDS and VPL were immediately adopted at
Arizona State University (ASU) in developing the freshman computer science and
engineering course CSE101 in 2006. The course grew from 70 students in 2006 to
over 350 students in 2011. The course was extended to all students in the Ira A.
Fulton Schools of Engineering (FSE) at ASU and was renamed FSE100, which is
offered to thousands of freshman engineering students now.

Unfortunately, Microsoft stopped its development and support for MRDS and
VPL in 2014 [22], which leads to our FSE100 course, and many other schools’
courses using VPL, without further support. Particularly, the current version of
VPL does not support LEGO’s third generation of EV3 robot, while the second
generation NXT is out of the market.

To keep our course running and also help the other schools, we take the chal-
lenge and responsibility to develop our own visual programming environment at
ASU. We name this environment Visual IoT/Robotics Programming Environment
(VIPLE), standing for Visual IoT/Robotics Programming Language Environment.

ASU VIPLE is based on our previous e-Robotics development environments
[23]. It is designed to support as many features and functionalities of MRDS and
VPL as possible, in order to better serve the MRDS and VPL communities in edu-
cation and research. To serve this purpose, VIPLE also keeps a similar user interface,
so that the MRDS and VPL development communities can use VIPLE with little
additional learning. VIPLE does not replace MRDS or VPL. Instead, it extends
MRDS and VPL in their capacities in multiple aspects. It can connect to different
physical robots, including EV3 and any robots based on off-the-shelf processors.

The rest of the paper is organized as follows. Section 8.2 presents an overview
of the RaaS design and the VIPLE environment. Section 8.3 outlines the VIPLE
programming environment, its foundation, and building blocks. Section 8.4 pre-
sents and discusses the platforms implemented and the RaaS design both in hard-
ware and in simulation. Section 8.5 illustrates the applications of VIPLE in
different applications. Section 8.6 concludes the chapter.

8.2 System overview

To facilitate the development of RaaS and applications, we designed and imple-
mented an environment that consists of VIPLE on the backend computer, JSON
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(JavaScript Object Notation) interface, middleware, and operating system and dri-
vers on the devices, as shown in Figure 8.2.

VIPLE consists of four major components: (1) a visual programming interface
for the developers to draw the applications, (2) a repository of built-in activities and
services to simplify the development jobs, (3) a compiler that translates the visual
code/flowchart into the executable, and (4) the runtime that executes the code and
communicates with the RaaS units through HTTP (Hypertext Transfer Protocol)
and TCP (Transmission Control Protocol) with the simulators and the physical
devices. The data interfaces between VIPLE and the simulators and the devices are
defined in a JSON object, which plays a vital role in the platform independence of
the environment. Any simulator and physical devices can be added into the system,
as long as they can provide a TCP socket or a Web socket for the communication
and encode and decode the JSON object to understand the semantics. Figure 8.3
shows an example of the JSON object.

In the following section, we will explain the key components of the system,
VIPLE, RaaS design, including physical devices and simulator.

8.3 VIPLE: Visual IoT/Robotics Programming Environment

The basic building blocks of an ASU VIPLE program (diagram) is listed and
explained in Figure 8.4. They offer a complete set of activities described in process
control theory, such as p-calculus [24,25].

Table 8.1 lists the basic constructs in p-calculus, their graphic representations
[24], and the VIPLE activities that implement the constructs.

The usability of a language largely depends on the availability of library func-
tions or called services. Figure 8.5 shows the three sets of ASU VIPLE services.

The first set contains the general services, including input/output services
(simple dialog, print line, text to speech, and random), event services (key press
event, key release event, custom event, and timer), and RESTful services.

The second set is the generic robotic services. VIPLE offers a set of standard
communication interfaces, including Wi-Fi, TCP, Bluetooth, USB, localhost, and
WebSocket interfaces. The data format between VIPLE and the IoT/Robotic
devices is defined as a standard JSON object. Any robot that can be programmed to
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support one of the communication types and can process the JSON object can
communicate with VIPLE and be programmed in VIPLE. As shown in the second
part of Figure 8.5, all VIPLE services that start with ‘‘Robot’’ are generic robotic
services. We can use these services to program our simulated robots and custom-
built physical robots.

Activity: for creating components
Variable: supports basic types (Int32, Double, String, Boolean, etc.)
Calculate: calculate the value of typical expression that is supported
by C++, Java
Data: introducing constant values in regular programming language
Join: proceeds when all threads arrive and can be used for parallel
data or threads.
Merge: proceeds when one of the data or threads arrives. It can be
used for creating the return point of a loop;
If: same as regular programming language construct. It allows
multiple conditions.
Switch: same as regular programming language construct.
While: start a loop; Break: exits a loop, and
End While: returns to While

Figure 8.4 Activities: ASU VIPLE versus Microsoft VPL

ASU VIPLE
Visual IoT/Robotics

Program

IoT / Robot
Backend PC

ROBOT OUTPUT

name:  string (touch, distance, sound, light, color, motorEncoder)
id: int
value: For touch sensor, value will be an int (0 = not pressed and

{“sensors”: [{“name”:“touch”, “id”:0, “value”:0},

1 = pressed).
For other sensors, value will be a double

{“name”:“distance”, “id”:1, “value”:12.8}]}

ROBOT INPUT

servoId: int

servoSpeed: double between –1 and 1
 – negative values represent a backwards motion

{“servos”: [{“servoId”:3, “servoSpeed”:0.5},
{“servoId”:5, “servoSpeed”:–0.5}]}

Figure 8.3 JSON object example containing sensor sending and moto control
data
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Table 8.1 Basic constructs in p-calculus, their graphic representations
constructs, and VIPLE activities

p-Calculus construct p-Calculus construct
diagram

VIPLE activities

Sequential process
S ::¼ new a AjBð Þ:0
A ::¼ tA:ahxi:0
B ::¼ a xð Þ:tB:bh yi:0

A Ba Activity block
Variable
Calculate
Data

Split (parallel processes)
n � 2

S ::¼ new a1a2 . . . an AjB1jB2j . . . jBnð Þ
A ::¼ tA:a1hxi:a2hxi: . . . :anhxi
Bn ::¼ an xð Þ:tBn:bnh yi

A a2

...

a1

an

B1

B2

Bn

Activity block
Variable
Calculate
Data

Join
n � 1

S ::¼ new a1a2 . . . an A1jA2j . . . jAnjBð Þ
An ::¼ tAn:anhxi
B ::¼ a1 x1ð Þ:a2 x2ð Þ: . . . :an xnð Þ:bh yi

Ba2

...

a1
A1

A2

An
an

Merge
n � 1

S ::¼ A1jA2j . . . jAnjBð Þ
An ::¼ tAn:ahxi
B ::¼ !a xð Þ:bh yi

Ba

...

a
A1

A2

An
a

Choice (if)
n � 2

S ::¼ new a1a2 . . . an AjB1jB2j . . . jBnð Þ
A ::¼ if bexpr1 then a1hxi else
if bexpr2 then a2hxi
else if . . . else if bexpr �1ð Þ then a n � 1ð Þhxi
else anhxi Bn ::¼ an xð Þ:tBn:bnh yi

A bexp2

...

bexp1

bexpn

B1

B2

Bn

Choice (switch)
n � 2

S ::¼ new ca1a2 . . . an CjAjB1jB2j . . . jBnð Þ
C ::¼ chzi
A ::¼ c zð Þ: if exp1 ¼ z then a1hxi
else if exp2

¼ z then a2hxi else if . . . else if exp n � 1ð Þ
¼ z then a n � 1ð Þhxi else anhxi
Bn ::¼ an xð Þ:tBn:bnh yi

A a2

...

a1

an

B1

B2

Bn

Loop (while . . . end while)
S ::¼ AjBjC
A ::¼ d yð Þ: if bexpr then ahxi else ch yi
B ::¼ a xð Þ:tB:bh yi
C ::¼ b yð Þ:dh yi

A Ba Cb

d
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The third set is the vendor-specific services. Some robots, such as LEGO robots
and iRobots, do not offer an open communication and programming interfaces. In this
case, we can offer built-in services in VIPLE to access these robots without requiring
any programming efforts on the device side. Currently, the services for accessing
LEGO EV3 robots are implemented, so that VIPLE can read all EV3 sensors and
control EV3 drive-motors and arm-motors, as shown in the third part in Figure 8.5.
For those who do not want to build their own robots, they can simply use VIPLE and
an EV3. The addition of EV3 services to VIPLE is significant, as it allows the
Microsoft VPL developers who used NXT robots now to use the new EV3 robots.

The generic robot services allow the developers to use VIPLE to connect to an
open architecture robot. In Microsoft VPL, DSS services developed specifically for
MRDS can be added into the VPL service list. In ASU VIPLE, RESTful services
can be accessed in VIPLE diagrams. As RESTful services are widely used in
today’s Web application development, the access to RESTful services extends the
capacity of VIPLE to a wide range of resources. ASU VIPLE does not have
simulated services at this time, although the generic robot services can be used to
interface with a custom-simulation environment.

8.4 RaaS design and implementation in different platforms

A number of RaaS units have been implemented based on different hardware plat-
forms, as shown in Figure 8.6. Three simulators have been developed to work with
VIPLE to visualize the execution of robots in the maze. They can be used in the
testing phase of RaaS design or in the case where physical robots are not available.
The Unity simulator shows a simulated robot in a 3D maze, while the Web simu-
lators are developed with HTML 5 and can run on any device and communicate with

General-purpose
and event services Vendor-specific

robotic services

Generic robotic
services

Services

Code Activity

Robot Light Sensor

Robot Motor
Robot Motor Encoder

Robot Sound Sensor

Robot Touch Sensor

Robot+ Move at Power

Robot+ Turn by Degrees

Robot Holonomic Drive

Robot Drive

Robot
Robot Color Sensor

Lego EV3 Drive
Lego EV3 Drive for Time

Lego EV3 Gyro
Lego EV3 Motor

Lego EV3 Ultrasonic

Lego EV3 Touch Released
Lego EV3 Touch Pressed

Lego EV3 Motor for Time
Lego EV3 Motor by Degrees

Lego EV3 Color

Lego EV3 Brick
Robot Distance Sensor

Custom Event

Key Press Event

Key Release Event
Print Line

Random

Timer

Text to Speech

Simple Dialog

RESTful Service

Figure 8.5 ASU VIPLE services
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ASU VIPLE code. Four different hardware platforms have been developed in addi-
tion to the EV3. A specific set of services are developed to work with Lego EV3 as
our open-source middleware cannot be installed on EV3. For all the other open-
architecture platforms, a standard interface in JSON format has been defined and a
middleware has been developed, which can be executed on all these platforms.
A school can build the robots for the course based on the open-source middleware or
purchase the prebuilt robots from a vendor that builds such robots. For example, the
pcDuino robots based on ARM architecture and built to work with ASU VIPLE can
be purchased from Link Sprite at http://store.cutedigi.com/pcduino-asu-viple-robot/.

The boards we use for building the RaaS units are IoT boards, with both pro-
cessor and Arduino connectors, which makes the construction very easy. Figure 8.7
shows the hardware design and connection based on Intel’s Edison board. No
additional hardware or logic are needed, simply connect the sensors and motors to
the board. We can have the Linux operating system and the driver library installed
on the Edison board by following Intel’s Edison’s software installation guide at
https://software.intel.com/en-us/articles/flash-tool-lite-user-manual.

We have developed a middleware for the Edison board, which can be down-
loaded from the ASU VIPLE site at http://neptune.fulton.ad.asu.edu/VIPLE/.

In addition to the simple robots shown in Figure 8.6, VIPLE can be used to
control complex IoT and robotics systems. Figure 8.8 shows a more complex robot
system which we are integrating into our RaaS and VIPLE environment. The
humanoid and the dog robots are built from the same Robotis Biodloid Premium
kits (http://www.robotis.us/robotis-premium/). There are up to 18 motors and a
variety of different sensors on each robot. We are able to use the existing services
in VIPLE to program the robots by calling the existing APIs available on the
robots. We are also adding more specific services into VIPLE for make program-
ming easier and more expressive. In addition to controlling the movement of the

http://neptune.fulton.ad.asu.edu/VIPLE/

Unity simulator

3D Web simulator

Lego EV3

Intel Galileo Robot

Intel Edison Robot

ARM pcDuino Robot

Minnow and Curie Robot2D Web simulator

Figure 8.6 A variety of robot platforms supported by VIPLE
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robots, we are adding human–robot interaction functions, such as voice recognition
and video difference detection in patrolling. We are also adding services to support
robot–robot interaction, so that the humanoid and the dog can communicate and
work together between themselves.

The RaaS units can be physically simulated. Both a desktop simulator and
Web simulators are developed. The desktop simulator is implemented using the

RESTful Service
Robot

Robot Holonomic Drive
Robot Light Sensor

Robot Motor Encoder
Robot Move At Power
Robot Sound Sensor

Timer
Text To Speech
Simple Dialog
Robot Turn
Robot Touch Sensor

Robot Motor

Robot Drive
Robot Distance Sensor
Robot Color Sensor

Figure 8.8 Integrating robotis biodloid premium robots into VIPLE
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Figure 8.7 RaaS design based on Intel Edison board
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Unity 3D game engine, which runs on the same computer as the VIPLE program.
The Web simulators are implemented in HTML/JavaScript, which runs in a Web
browser on any computer or mobile device. One Web simulator is a 2D version,
while the other is a 3D version, depending on the user’s preference. Figure 8.9
shows the three simulators. The simulators consist of two parts: the robot and the
environment. We can choose the robot to be a humanoid robot or a vehicle, and the
environment is a maze that can be reconfigured dynamically while the robot is
moving. We can create one robot or multiple robots in the environment. The 3D
simulators can be changed dynamically, while the program is running and the robot
is traversing the maze.

VIPLE programs can start with no simulator. In this case, either no device is
needed, or the physical devices will be used. VIPLE programs can also start with
one of the simulators to visualize the movement of the robot in the environment.

Different devices are identified in VIPLE through the robot, sensor, and motor
configurations. Figure 8.10 shows the configuration of Robot Drive (left and right
drive motors), Robot Distance Sensor, Robot Touch Sensor, and My Robot 0 (the
main robot). When multiple robots are used, with My Robot 1, 2, . . . , n, the devices
can partner with different robots.

We can use the simulator for traffic simulation experiments. Figure 8.11 shows
a traffic simulation experiment based on the Unity simulator.

The traffic simulator is responsible for spawning a number of intersections as
well as a number of vehicles (rectangular blocks) each with their own origin and
destination. Each green (lighter-colored) circular point represents a clear waypoint,
a point on a virtual street where cars can pass through. However, the red (darker-
colored) circular points shown on the figure represent points that are blocked and
should not be passed. These assets together provide a means of simulating traffic
where each car spawned in the environment has a starting point and destination
point.

Figure 8.9 Different simulators in VIPLE environment
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The simulation makes it simple for users to program ‘‘self-driving’’ cars by
emulating high-level behavior. The following car controls are implemented with
the assumption that the car will complete the operation without crashing into other
cars, or moving off the road.

● Changing lanes
● Accelerate/Decelerate
● Turn left or right at an intersection
● Follow a predefined route

Figure 8.11 Traffic simulation in VIPLE and Unity simulator

Figure 8.10 Configuration of IoT device ports
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In this way, the focus of programming is placed not on obstacle avoidance but
instead on choosing the fastest route to get to the destination.

Applications developed for such simulators can then be used with physical
devices. Once the middleware is installed on the physical robot, the RaaS unit can
access the sensors and motors, and communicate with ASU VIPLE through Wi-Fi
and the JSON object shown in Figure 8.3. This JSON object is standard across
physical and simulated RaaS units and allows VIPLE to interact with either few to no
changes.

The architecture of the middleware is shown in Figure 8.12. The sensor and
motor controllers will access the device drivers installed in the operating systems to
communicate with the devices. A JSON encoder will wrap the sensor values into
the standard JSON object defined in Figure 8.3. The JSON object is then sent to the
VIPLE code at the backend through the service interface. On the other hand, the
control data from VIPLE is sent to the middleware through the service interface. It
is decoded and sent to individual motor controllers to control the direction and
speed of the motors. Two implementations of the middleware are available in
JavaScript and in C++, and they can be downloaded as open source from ASU
VIPLE site: http://neptune.fulton.ad.asu.edu/VIPLE/.

This middleware implementation not only standardizes control across
simulated and physical RaaS units but also standardizes much of the underlying
processing on the actual physical units. As Figure 8.12 shows, the middleware
utilizes standard service interfaces and standard device drivers. Using such
standards allows the middleware to be deployed to a variety of devices with
little to no changes. Such reusability is made possible by installing an operating
system with the same set of standard APIs (e.g., using Intel’s Yocto Linux with
their MRAA and UPM APIs requires only potential modification of sensor
ports).

Sensor
controllers

Motor
controllers

Data process/
JSON encoder

Data process/
JSON decoder

Wi-Fi /
TCP port

Bluetooth/
TCP port 

Backend computer running VIPLE program

Service
interface

Standard
data structure

Device driver
interface

Simulated
devices

Wi-Fi /
Websocket port

Figure 8.12 A variety of robot platforms supported by VIPLE
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8.5 Robotics application development

Using VIPLE, high-level computational thinking can be directly applied to develop
operational code to control robots. We illustrate the development through a few
examples.

In the first example, we develop a drive-by-wire application, where we use a
keyboard to remotely control the robot. To develop this application, students need
to know only the following details.

The robot is driven by two wheels taking positive and negative powers. If we give

● two positive powers to both wheels, the robot moves forward;
● two negative powers to both wheels, the robot moves forward;
● left wheel negative power and right wheel positive power, the robot turns left; and
● right wheel negative power and left wheel positive power, the robot turns right.

Figure 8.13 VIPLE code for drive-by-wire application
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Based on this high-level computational understand, the VIPLE code can be
developed as shown in Figure 8.13.

The next example we want to develop is a right-wall-following application.
We assume a robot has a distance sensor installed to face the right side and a
distance or a touch sensor installed in the front. The computational thinking is as
follows:

● The robot initially moves forward.
● If the right side distance suddenly increases, indicating an open road on the

right, the robot turns 90 degrees to the right.
● If the front distance sensor reads a small value or the touch sensor is touched,

indicating that there is no way to move forward further, the robot turns
90 degrees to the left.

Based on this algorithm, a simple VIPLE program can be constructed, as shown in
Figure 8.14.

As another example, Figure 8.15 shows the program that controls the traffic of
an intersection with an east–west road and a north–south road.

The program starts with a while loop with a true condition. A timer is used to
control the duration of lights in each direction. The program also includes an
emergency/ambulance signal detection. When such a signal (event) occurs, the
traffic light will turn in favor of the signal’s direction. The signal is simulated by
key press events, ‘e’ for east–west direction and ‘n’ for north–south direction.

8.6 Conclusions

RaaS has been proven to be a useful concept for developing embedded systems that
require Internet and cloud-computing support, such as ADSs and CPSs. RaaS
defines the behavior model of the front-end devices and the standard interface
between the backend computer and the devices. Each device can include a number
of sensors and motors. The motors can be controlled individually or in groups. This
section of the book applied the RaaS concept to design physical robots and simu-
lated robots and their environments. The VIPLE development environment is
developed for supporting RaaS concepts and offers a tool to ease the development
and operation of RaaS units. VIPLE is defined based on p-calculus that bears
complete behaviors and semantics. The basic activities and built-in services are
explained and applied to develop different applications. Three basic applications
are demonstrated.

Complete resource package is available in VIPLE Website (http://neptune.
fulton.ad.asu.edu/VIPLE/) for downloading, including RaaS robot software and
hardware design and installation guide, open-source middle code for downloading
onto Intel Edison board, and free downloads of VIPLE Standard Edition and
Developer Edition. Full documents and lecture PowerPoint slides are also available
on the site for downloading.
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Figure 8.14 VIPLE code for right-wall-following application



Figure 8.15 VIPLE code for a traffic light control
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Chapter 9

‘‘JR EAST App’’ for customers’
smartphones based on ICT

Takayuki Matsumoto1 and Takeshi Nakagawa2

Abstract

East Japan Railway Company (JR East) is all-round and the biggest railway company
in the world. Our business domains are railway, lifestyle and IT&Suica business, and
we intended to grow continuously while meeting our social responsibilities as a
trusted lifestyle service creating group. JR East released the ‘‘JR East App’’ which is
an application (app) for smartphones in March 2014 aiming to improve the level of
satisfaction with information service for passengers. This app aims to help those who
use JR East to easily obtain necessary information by using their smartphones anytime
and anywhere in a timely manner. In order to achieve this aim, JR East utilizes various
kinds of location technologies such as GPS, Wi-Fi and ultrasonic beacons and pro-
vides content using real-time data unique to railway business operators such as
operation statuses, location information and occupancy of trains. JR East also pro-
vides information on shops in its station buildings and around its stations and enter-
tainment content consisting of e-books, games, etc. As of the end of December 2016,
over 2.3 million smartphone users mainly within Japan have downloaded this app, and
many people actively use this app. Access logs show that the content mainly used is
real-time information related to the use of railways. In addition, the questionnaire
survey revealed that around 80% of respondents are satisfied with this information
service, and around 90% of respondents are willing to continue to use this app.

9.1 Introduction

East Japan Railway Company (JR East) has conducted customer-satisfaction sur-
veys every year since 1997 to understand the trend of the general evaluation of the
company. Figure 9.1 shows the results of the customer-satisfaction survey in 2013
before the release of the application (app). The vertical axis represents the level of

1Customer Service Quality Reformation Department, East Japan Railway Company, Japan
2Technology Innovation Headquarters, East Japan Railway Company, Japan



satisfaction with each item, and the horizontal axis represents deviation values of
influence on overall satisfaction with JR East. Figure 9.1 shows that items related to
‘‘information service’’ which influence general satisfaction with JR East did not
give complete satisfaction to the users of JR East’s railways.

Apps for other companies’ smartphones for railways are frequently used in Japan.
For example, these are NAVITIME, EKI-TAN, Japan Transit Planner, etc. It is said
that each app is downloaded about 20 million. As a feature, the route search from the
station to the station when using the railway is the main function, depending on the
app, there are many functions regarding railway use, such as supporting buses
and walking. However, it can be said that there is a lack of context information that we
aim for these apps, that is, dynamic information. In addition, contents linked with
places indispensable for information provision in individuals are still insufficient. The
JR EAST App made it possible to provide more personalized information by incor-
porating a mechanism such as dynamic information in the real-time, visualizing
information on train presence and information service using train location on board
into the app.

Therefore, improving satisfaction with ‘‘information service’’ is an urgent issue
for JR East to deal with. JR East already has provided information on operations and
other information through its website and displays at its stations and in trains of its
lines. However, this information service was for many unspecified customers, which
meant that satisfying the needs of individual customers was difficult. Therefore, JR
East developed the ‘‘JR East App,’’ an app for smartphones which enables infor-
mation provision to each customer and released the app in March 2014. At the time of
its release, this service was available only in Japanese.
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9.2 Features of the app

The aim of the ‘‘JR East App’’ is to help those who use JR East to easily obtain
necessary information through their smartphones anytime and anywhere in a timely
manner. In order to achieve this aim, JR East has developed an app having the
following features:

1. Information service according to contexts
The opening page is the screen that summarizes information on specific stations
of JR East to ensure provision of information according to locations, situations
and other contexts of the users of the app. For example, Figure 9.2 shows the
opening page that summarizes information on Tokyo Station. This screen also
provides real-time information on weather and operation statuses. This is the aim
of getting up in the morning and habitualizing to launch the JR EAST App. Also,
by registering the nearest station and the route that you use every day on the top
page, you can customize it according to the individual. In addition, on the opening
page, JR East placed the buttons of content with the names such as ‘‘taking trains’’
and ‘‘using stations’’ based on users’ behavior to help users have images on
‘‘when and what kind of information they are able to obtain.’’

2. Utilization of data unique to railway business operators
JR East has created content for passengers by utilizing real-time data unique to
railway business operators such as operation statuses, departure times and
location information of trains and occupancy of each train car.

3. Actively adopting new technology
JR East has actively adopted new technology such as location estimations
utilizing signal strength of Wi-Fi, and identification of train cars of which
passengers are on by using ultrasonic beacons installed in the train.

Figure 9.2 Opening page of JR East App
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4. Available for Apple Watch
JR East App is also available for Apple Watch. You can see JR East’s train
operation statuses and location information of trains on small display of Apple
Watch (Figure 9.3).

9.3 Content

The motivation of JR East to provide information for smartphones was to increase
the overall satisfaction of users of JR East’s railways by improving how to provide
information as described above. In this context, ‘‘information’’ mainly means
railway-related information. JR East considered that an information service for
smartphones could realize the offer of useful added value to those who use railways
under space and time constraints. JR East also believed that an information service
utilizing smartphones had the possibility to create opportunities for new business
from the viewpoints of business operators.

In addition to its railway business, JR East engages in various businesses
related to travel by railways including management of commercial facilities in
stations, station buildings and hotels, all of which have great potential. Therefore,
JR East decided to provide not only content related to railways but also content
related to marketing through the JR East App. Representative kinds of content
included in this app are shown below.

9.3.1 Content related to railways

1. List of operation statuses
Operation statuses of JR East’s lines are displayed. With regard to the lines of
Tokyo metropolitan district, the users of the app can see the same screen as that
displayed near ticket gates of main stations through their smartphones
(Figure 9.4).

Figure 9.3 Train location on Apple Watch
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2. Location information of trains
The location and time of delay of each train on the line that users wish to check
are shown on this app (Figure 9.5). The content was created by using data of JR
East’s operation-management system. As of January 2016, JR East provides
this service for 11 lines in the Tokyo metropolitan district and 39 lines in other
areas and plans to continue increasing the number of lines to which this service
is provided.

3. Yamanote Line Train Net
The Yamanote Line is a loop line running in the center of Tokyo. Of JR East’s
lines, this line has the greatest number of passengers. JR East has started a
special information service called ‘‘Yamanote Line Train Net’’ for this line. By
detecting the train cars the users of this service are on, the service provides
information on stops (transfer lines, platform maps, station maps) according to
the car number and location of the train and the occupancy/temperature in
those trains (Figure 9.6). The occupancy of coaches is calculated from the
pressure of air suspensions of coaches. This value is usually used for controlling
the strength of brake. We utilize these data for a passenger information service.

Figure 9.4 Operation statuses
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A device that sends ultrasonic waves (a beacon) is installed in each car of
trains running on the Yamanote Line to provide this service. Microphones of
passengers’ smartphones detect ultrasonic waves sent from the beacon
installed in each car of those trains to identify train numbers and car numbers
the users of this service are on, and real-time data of the train (operation
sections, temperature in the car, occupancy, etc.) is sent to their smartphones.
The information described above is able to see even before getting on a train
of the Yamanote Line.

9.3.2 Content related to marketing

1. Shop information
The content offers information on shops and coupons including in-station
shops operated by JR East Group and shopping malls and restaurants around
stations. The list of in-station shops that shows only shops of the station is
displayed on the smartphone screen (Figure 9.7).

Figure 9.5 Location of trains

206 Autonomous decentralized systems and their applications



2. Entertainment information
The app offers entertainment content designed to be accessed by the users who
are under a time constraint while traveling by railways. For example, the
content includes e-books and Sugoroku games (snakes and ladders) unique to
this app utilizing location information (Figure 9.8).

9.4 System configuration

The content delivery system of the JR East App consists of the ‘‘smartphone app,’’
the ‘‘ground system’’ and the ‘‘system on the train’’ and enables provision of var-
ious kinds of information by adding and linking external systems. Figure 9.9 shows
the system configuration of the JR East App. For exchange of data between the
external and the ground systems, some APIs are used to prepare for future exten-
sibility. This is also a cornerstone for making open data in the future, and by
actively incorporating Web technology from the design philosophy, JR EAST App
was made to be a versatile and highly scalable system.

Figure 9.6 Yamanote Line Train Net
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JR East offers two types of apps—one for iOS and the other for Android. In order to
display information quickly, some static data is included in the app. The ground system
which consists of several servers mainly obtains and accumulates dynamic information
from external systems and the system in trains, maintains static data and outputs
information responding to requests from the smartphone app, etc. In order to provide
dynamic information such as real-time information on departure of trains, information
on train locations, operation statuses, weather at each station, etc., the ground system

Figure 9.7 Shop information

Figure 9.8 Entertainment information
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obtains data from the Autonomous Decentralized Transport Operation Control System
and other external systems. Then, a device to send data of cars and trains to the ground
system on a regular basis and ultrasound beacon devices is installed in the train cars
running on the Yamanote Line.

9.5 Use situations of the app

9.5.1 The number of users
As of December 2015, the apps for iOS and Android have been downloaded more
than 1.5 million times in total, and the number of unique users a month is approxi-
mately 300,000.

9.5.2 Attribute of users
When starting the use of JR East App, the users are able to register their gender,
date of birth and occupation on a voluntary basis. Table 9.1 shows the aggregate
results (as of December 2015).

With regard to gender, males account for nearly 80% of all users. Of those who
use railways more than once a week in the Tokyo metropolitan district of Japan,
approximately 55% are men [1], which indicates the percentage of male users of
this app is relatively higher than that of average railway users. With regard to age,
although the percentage of users in their 40s is slightly higher, the percentage of
users in their 20s, 30s, 40s and 50s are around 20%, respectively, and users in these
age groups account for the majority of the users. In terms of occupation, over 70%
of app users are workers including office workers, company executives and gov-
ernment employees.

Location information - Various content data
- User information
- Access log, etc.

- Operation statuses
- Location information of trains
- Information on departure time
- Information on weather
- Timetables, etc.

Request of information

Internet

Acquisition of information

- Information on the situation inside
 the train cars

(temperature, occupancy, etc.)

System on trains

Smartphone app

Ground system External system

Figure 9.9 System configuration
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9.5.3 Access logs
Figure 9.10 shows the transition of the total number of accesses to main content a
month. The value plotted in June 2014 represents the total number of accesses to
each type of content during the whole month of June 2014. For the period between
June 2014 which is 3 months after the release of the app and December 2015, the
number of accesses for a month was aggregated every 3 months. It is found that the
types of contents which have been accessed by many users are operation statuses,
location information of trains, information on the situation of the inside of the trains
of the Yamanote Line and other real-time information related to the use of railways.
‘‘Congestion statistical information of Yamanote Line’’ is the content which shows
the occupancy of coaches on Yamanote Line in the past. Those data are aggregated
by each time zone and by each weekday.

Table 9.1 Attribute of app users

Attribute Number Percentage

Gender (n ¼ 1,182,418) Male 915,638 77.4
Female 266,780 22.6

Age (n ¼ 1,182,441) Under 20 94,110 8.0
20–29 216,367 18.3
30–39 249,238 21.1
40–49 320,776 27.1
50–59 229,939 19.4
60þ 72,011 6.1

Occupation (n ¼ 1,102,218) Junior or senior high school student 84,251 7.6
University student 97,913 8.9
Company or public employee 823,037 74.7
Freelance professional or self-owned

business
60,846 5.5

Part-time employee 54,632 5.0
Housewife 25,620 2.3
Others 36,171 3.3

1,600,000

1,400,000

1,200,000

1,000,000

800,000

600,000

400,000

200,000

0
Jun. 2014 Sep. 2014

N
um

be
r o

f a
cc

es
se

s

Dec. 2014 Mar. 2015 Jun. 2015 Sep. 2015 Dec. 2015

Operation status
Train location

Timetable
Entertainment content
Yamanote Line Train Net
Checks of remaining amount
of IC cards

Station map

Purchase of tickets

Shop's information
Congestion statistical information
of Yamanote Line
Real-time information of
departure trains
Weather

Figure 9.10 Transition of the total number of accesses to main content

210 Autonomous decentralized systems and their applications



Since the real-time information is important information in daily railway use
by businessmen, it can be said that the high number of accesses of train operation
information and train position information is as intended at the time of app devel-
opment. Although the timetable is static information, it is easily guessed that it is
the information that is frequently confirmed. Regarding entertainment, depending
on the content, it is difficult to know how much information can be put in the
future. Although it is somewhat unexpected that the information on the train
departure point and the congestion information are low, it may be because the
information seems not to change especially afterwards. We will continue to con-
sider contents while looking at the log information.

9.6 Questionnaire survey

For approximately 10 months starting in June 2014 when 3 months had passed after
the release of the JR East App and ending in March 2015, JR East conducted a
questionnaire survey on the evaluation of content offered by the app and the app
itself and the intention of continuous use of the app. The survey was included in the
app as one of the ‘‘information’’ contents, and the users of the app responded to the
survey on a voluntary basis. The survey obtained more than 10,000 responses even
though it offered no incentives.

9.6.1 Attribute of respondents
Compared with the attributes of the actual users of this app, the percentage of male
respondents is higher (84.9%), and the percentage of respondents in their 40s is
higher (30.4%).

9.6.2 The level of satisfaction/intention of continuous use
The level of overall satisfaction with the JR East App and the intention of con-
tinuous use were asked. Respondents were asked to rate both questions on a scale of
one to five. With regard to the level of satisfaction, 78.9% of all respondents gave a
positive evaluation. However, the response of ‘‘very good’’ accounted for 32.8%
and ‘‘good’’ accounted for 46.1%, suggesting the possible hope of the users for
improvement. In addition, with regard to the intention of continuous use, 88.0% of
all respondents answered positively. Of the positive answers, 66.1% answered
‘‘Yes,’’ and 27.7% answered ‘‘Maybe, yes,’’ showing a higher level.

9.6.3 Relationship between the level of overall satisfaction with the
app and the level of satisfaction with each type of content

Figure 9.11 shows the relationship between the level of overall satisfaction with the
app and the level of satisfaction with each type of content which is called CS
portfolio. The vertical axis of the figure represents deviation values of satisfaction,
and the horizontal axis of the figure represents correlation coefficients with overall
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satisfaction with this app. The group of contents in the upper right area of the
figure highly contributes to the overall satisfaction with the app and gains a high
level of satisfaction. In other words, this group of contents can be said to be an
appealing point of this app. The contents in this area include operation status,
location information of trains, information on the situation on the inside of trains of
the Yamanote Line, the list of stops of each line, and transfer lines. In addition, the
group of contents in the lower right area of the figure highly contributes to the
overall satisfaction with the app but gains low level of satisfaction. In other words,
improving this group of contents will attain a higher evaluation of the app on the
whole. The contents in this area include information on station facilities and shop
information.

9.7 Comparison with the English version of this app

So far, we have described the Japanese version of the app. JR East released the
English version in March 2015, 1 year after the Japanese version was released. The
English version of the app is for those who stay in Japan for a short term for
the purpose of sightseeing, etc., and offers a part of the railway-related content of
major stations (approximately 200 stations). This English version is also used by
many visitors from Taiwan and Hong Kong. Based on the access logs, the content
that gained the largest number of accesses was operation status, the same as the
Japanese version. Station maps gained the second largest number of accesses fol-
lowed by the list of stops of each line. We found that the number of users who are
looking for basic information related to railways is larger in those who use the
English version than in those who use the Japanese version although it is partly
because the content of the English version does not include location information of
trains and timetables.
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9.8 Conclusion

This paper summarizes the motivation of development, the system configuration,
the offered content, access logs and survey results of the ‘‘JR East App’’ developed
by JR East with the purpose of providing information for individual smartphones of
customers. Access logs and questionnaire surveys revealed that real-time infor-
mation which is helpful for the use of railways and unique to railway business
operators such as operation statuses, location information of trains and information
on the situation on the inside of trains gains a large number of accesses and is
highly evaluated. In addition, although information on facilities and shops in station
buildings and around stations of JR East does not receive relatively high evaluation
at present, they are found to have high correlation with satisfaction with the app
on the whole and are important content with great promise. In addition, the cus-
tomer satisfaction survey JR East conducted in September 2014, 6 months after the
release of the app showed that satisfaction with ‘‘ease of finding out ‘information
on delay of trains’ on the Internet’’ and ‘‘ease of finding out ‘information on station
facilities’ on the Internet’’ increased by 2.3 and 2.0 points, respectively. From this
result, we believe that this app has successfully increased the level of satisfaction
with information service offered by JR East.

9.9 Future work

Technologies such as Internet of Things (IoT), big data and AI exponentially evolve,
and these have a great impact on all industries, so it is called ‘‘4th Industrial Revolu-
tion.’’ Regarding transportation industry, car-sharing system and autonomous car
technology are about to break the boundaries between car and public transportation
including railway.

In this background, we have just developed a technological innovation vision,
‘‘Mobility Revolution,’’ which is based on IoT, big data and artificial intelligence (AI)
targeting 20 years later. This vision consists of the following four pillars, ‘‘Safety &
Secureness,’’ ‘‘Service & Marketing,’’ ‘‘Operation & Maintenance’’ and ‘‘Energy &
Environment.’’ Regarding ‘‘Service & Marketing,’’ we are aiming to provide custo-
mers the value of ‘‘context-aware service,’’ for instance, ‘‘door-to-door’’ service.

In recent years, it has been a trend to provide ‘‘door-to-door’’ service utilizing ICT
mainly among railway business operators in Europe [2,3]. JR East is also aiming to
provide the users of railways of JR East with ‘‘door-to-door’’ service by utilizing the
JR East App. In order to achieve this aim, we believe that it is necessary to further
improve content and add new functions. With regard to the content, JR East should
provide information held by other railway business operators and information on other
transport facilities including buses and taxies, very little of which are provided at
present. In terms of functions, services for route search, online reservations and pur-
chase of tickets should be provided. Ultimately, we will aim to create an environment
to provide suitable information everywhere including in the train, at the station, in the
town and at home by establishing an internal information platform, gathering various
data within the company and sharing data with other companies and SNS.
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Chapter 10

Autonomous decentralised systems and society

Colin Harrison1 and Jeffrey Johnson2

Abstract

The concepts of autonomous decentralised systems were developed for the control of
large engineering systems such as high-speed trains with the goal of increasing their
resilience where centralised control systems could not be trusted to be always
operating and accessible. Historically, social organisations, both civic and commer-
cial, were controlled or governed with a balance of centralised, top-down and
decentralised, bottom-up mechanisms. We consider how the emergence of a ‘hyper-
connected’ world, together with advances in education, political, and management
science, is changing this balance. We begin by considering the emergence of the
management of large-scale enterprises during the Industrial Revolution and contrast
this with the roles of complex systems in the emergence of autonomous social
structures. We go on to examine how this changing balance is becoming manifest in
public and private social structures and conclude with thoughts on its evolution.

10.1 Introduction

While the political revolutions of the eighteenth and nineteenth centuries repre-
sented, to some degree, a devolution of centralised authority to a democratic
franchise, the Industrial Revolution introduced strong systems of centralised, top-
down management of employment and manufacturing. The former gave individual
citizens a sense of freedom and individual accountability. The latter tethered
workers and consumers to the large-scale employers and providers of goods and
services, which engendered a widespread mindset that certain social and economic
activities are best left to governments and large enterprises. In engineering, an
autonomous decentralised system (ADS) is formed from parts that are designed to
function independently but are also able to interact to meet the requirements. The
concepts of ADS were developed for the control of large engineering systems [1].
Although the scale of ADS in public and private organisations is still small, it is
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beginning to challenge the centralised mindset, and so it behoves us to study how
such autonomous systems emerge, how they function, and how they grow. We refer
to this area as Social ADS.

This centralised mindset began to weaken during the second half of the
twentieth century due to rapid changes in education, social mores, methods of
organising work and managing complex processes, methods for the customised
production of goods and services, the availability in both wealthy and impoverished
nations of finance for innovation, and, not least, the power of information and
communication technology (ICT) and the Internet. These allowed individuals to
access opportunities that were previously reserved to governments and large com-
mercial enterprises and the emergence of smaller scale products and services based
on autonomous, decentralised principles.

Prior to the Industrial Revolution that began in the United Kingdom in the late
eighteenth century, the principal models for the management or control of large
organisations were armies, royal courts, major trading companies, such as the
Dutch East India Company, and major religions, such as the Roman Catholic
Church. Compared to other countries, where the monarchy and church inhibited
innovation by top-down control, the United Kingdom was more permissive and
enabling due partly to the evolution of its parliamentary system, a nationally con-
trolled church, a flourishing interest in science, and new methods of funding
investment and insurance. Nonetheless, when the entrepreneurs of the Industrial
Revolution were confronted with the need to create and manage large-scale enter-
prises, they relied heavily on such hierarchical models.

Until the mid-twentieth century, it seemed inevitable that both public and
private organisations were destined to grow ever larger as they attempted to co-
ordinate manufacturing, transportation, government, and other tasks at a global
scale. The boundaries of such organisations were defined by access to primary
resources such as raw materials, energy, and long-haul transportation. The beha-
viour of such organisations was studied in the 1920s by Coase [2], who concluded
that the extent of these boundaries depended on the difference in cost between
internal and external transactions. Hence, as the Internet and e-commerce reduced
transaction costs with external suppliers, it was anticipated by some that this would
lead to the deconstruction of large public and private organisations and their
replacement by networks of smaller companies coordinated through standardised
IT e-commerce protocols [3]. It was believed in the year 2000 that one could
envisage ‘plug and play’ business process integration among independent parties to
a global supply chain leveraging XML [4] and service-oriented architectures [5].

To some degree, this expectation has been fulfilled. Whereas the Ford Motor
Company under Henry Ford I found it valuable to maximise vertical integration,
even to the extent of owing rubber tree plantations, manufacturing in general has
evolved into global networks of suppliers whose products or services are integrated
by a core organisation. Equally, small social organisations or even individuals can
leverage the Internet and business process standards to serve niche markets or
deliver philanthropic services. But today it seems unlikely that large, centralised,
top-down enterprise and social systems will completely disappear.
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This chapter explores the evolution of this tension between autonomy and
centralised control in social systems ranging from small community activities to
national enterprises. We begin by considering the underlying theory of complex
systems as it applies in social systems. In the section that follows, we look back-
wards to the Industrial Revolution and the evolution of the top-down–bottom-up
tension during the nineteenth and twentieth centuries. We then consider how
autonomous social systems emerge and develop and offer case studies of how
existing social systems are evolving towards decentralised autonomy. Finally, we
consider issues and opportunities raised for Social ADS by the continuing devel-
opment of ICT.

10.2 Systems thinking, complex systems, and global
systems science

We define a system as a set or collection of interacting elements where the beha-
viour of any element or component depends on its direct or indirect interactions
with the other elements.

For social systems, this definition is more problematic. It is a common
experience that different people see the same social situation in different ways,
even when they are trying to reach a consensus. A common view in social science
is that individuals construct their own subjective views of the social world [6], and
that we have ways of interacting that enable us to overcome any differences and
collaborate for our mutual benefit. Whether or not there is an objective social
system underneath all this is an open question – if there is, none of us can see it
objectively.

This matters because any theory or model of systems involves implicit or
explicit decisions on which are the relevant elements and what are the relevant
interactions. Guidance on this comes by extending the definition of system fol-
lowing Bignell and Fortune [7]. A system has phenomenology, i.e. it does some-
thing. For those wanting to design, engineer, or manage systems, some aspects of
the assembly have been identified as being of particular interest. Now the inclusion
of things as elements in the systems and the identification of relevant interactions
depend on the purpose of the analysis. Thus, analysts with different purposes may
indeed formulate different models or theories for the same situation.

Social systems have another problem that is less familiar in engineering: they
are inherently unpredictable or indeterministic. For example, electronic systems are
designed as assemblies of components connected in specified ways. The behaviour
of the whole system emerges from the behaviours of the components and the way in
which they are assembled. Although great creativity and imagination may go into
designing a circuit, the electronic engineer predicts that by connecting the compo-
nents in the given way it will have the emergent behaviour desired. Such predictions
may be based on expertise and intuition gained by experience, but they can be tested
by computer simulation or by experimenting with the working system. The theory
of electronics is so well behaved that the models underlying the simulations can
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give point predictions that, given the initial conditions, the system will behave
deterministically at least over a certain range of performance. Conventional control
engineering is based on such theory and the predictions it enables.

Not all physical systems are point-predictable in the way that, for example,
ballistics is. The weather is a counter-example. In 1963, the weather scientist
Lorenz published a paper Deterministic Nonperiodic Flow [8] in which he argued
that ‘Two states differing by imperceptible amounts may eventually evolve into
two considerably different states’, i.e. that the evolution of some systems is sensi-
tive to initial conditions. Since all measurements involve error, such systems cannot
be predicted forever into the future. This work led to the field of dynamical systems
and chaos.

Arguably, all social systems are sensitive to initial conditions. Wake up 1 min
late, miss the bus, miss the train, miss the plane, and you may arrive at your meeting
a day late. More generally, social systems are unpredictable in the sense of complex
systems science [9]. Other reasons for social systems being unpredictable is that they
are made up of large numbers of heterogeneous people with heterogeneous beha-
viours, that they have many interacting feedback loops, and that the available data
are often incomplete and inconsistent. Nonetheless, complex systems science has
developed computer-based methods to explore the behaviour of social systems.
These include computer-simulated-agent-based modelling which enables the ‘space’
of future behaviours to be explored by running millions of simulations from many
different sets of initial conditions. Such modelling does not give point predictions
and, at best, can indicate how the system may evolve and the relative probabilities of
various outcomes. However, it can generate unexpected and counter-intuitive beha-
viours, including sometimes making the analyst aware of ‘unknown unknowns’.

Policy is a major reason for being interested in the dynamics of social
systems – will the proposed intervention have the desired outcome, and not have
unintended consequences? Recently, global systems science [10] has emerged as a
fusion between policy questions, complex systems science, policy informatics, and
citizen engagements. The last two of these are particularly relevant to autonomous
distributed systems.

10.3 Centralisation in industry

The invention of factory-based manufacturing and the harnessing of new energy
sources lead to the emergence in the eighteenth century of enterprise-scale manu-
facturing and commerce. They were also causes of major social change as feudalism
gave way to capitalism and workers moved from agricultural jobs in rural settings to
production work in dense urban settings. While their new jobs were based on highly
centralised, capitalist principles, the newly affluent working communities self-
organised autonomous groups such as brass bands, choral societies, boys’ clubs,
sports clubs, and many other cultural activities, not least trades unions. As we will
show later, Social ADS is a ubiquitous pattern and in the twenty-first century; the
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capabilities of such organisations have been greatly extended through the Internet
and ICT-based processes. In this section, we consider first the development of highly
centralised manufacturing and services.

10.3.1 Emergence
The owners of the new factories took large financial risks and wanted to maximise
the returns they could make on their investments. Such forces tended to centralise the
activity to maximise the productivity of the investment with an initial focus on
a narrow range of outputs that satisfied the customers’ demands. This closed,
centralised approach also served to preserve industrial secrets, which were great
sources of wealth to the owners. Foremen were recruited from the ranks of non-
commissioned army officers to direct the workers, and hierarchies of management
were established to plan and track the factories’ operations.

Distribution channels were set up to deliver manufactured products to custo-
mers. The commercial or private consumers of such novel products were likewise
initially pleased to have access to materials or products that were previously
unobtainable or unaffordable and hence were relatively undiscerning with respect
to quality or specialised products. Moreover, the manufacturers had little need to
market their products to these customers, since rising demand outstripped supply.
Profits were high and, where possible, a manufacturer would attempt to establish a
monopoly and extract high rents.

To be sure, the new capitalists had few choices as enterprises grew. Highly edu-
cated engineers who understood how these plants worked were rare as hens’ teeth.
Management was not yet recognised as a profession and was not taught in schools or
universities. Hence, management skills were equally rare and little understood. Both
technical and enterprise processes for such businesses were just emerging. So closed,
centralised, top-down management was the best available solution.

Industrialisation also lead to rapid urbanisation. The rapid expansion of
cities [11,12] required the provision of new services by municipal and central
governments – housing, water heating gas, public health, police and emergency
services, electricity, postal and later telecommunication services, radio and televi-
sion broadcast services. No less than in the private sector, the public sector
developed closed, centralised, hierarchical systems operating at maximum capacity
and providing undifferentiated products to undiscerning and unconsulted customers
for the provision of services such as public safety, water supply, transportation, and
communications.

The ghosts of this centralised, hierarchical, highly integrated model still haunt
many industries and public services. For example, heavy electrical engineering,
which builds the massive machines employed in Gigawatt power stations, remains
a dominant force, even though it is now cheaper to produce electricity in more
decentralised and autonomous ways [13]. In some countries, centralised industries
have collapsed, for example the steel and coal industries of Western Europe and
North America gave way to competition from smaller, more versatile plants in
India and China. However, the latter still have a tendency to grow towards the
earlier, centralised model.
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10.3.2 Evolution
While the complete deconstruction of enterprise and social systems imagined ca
2000 through the dramatic reduction in transaction costs, the adoption of standar-
dised business processes and their representation in computer languages such as
XML have not yet occurred, the wind is still blowing in that direction and the
applications of Social ADS principles are increasing. Apart from the ICT-based
factors just mentioned, other forces lean in this direction:

Returns to scale: Nineteenth-century industries were labour-intensive. In con-
sequence the marginal cost of, say a ton of coal or a ton of steel, though lower
than the average cost, was still relatively high. The scaling was roughly linear.
Today many marginal costs decline almost exponentially with volume. The
costs of developing, say a new computer chip or a sensor for a mobile tele-
phone, are high and require specialised skills and tools, but when these costs
are amortised over production runs of tens or hundreds of millions of pieces,
the unit cost becomes minute. This also applies to larger systems, and hence, it
becomes cheaper to make and install a million solar panels, each producing
1 kW, than to construct a conventional, 1-GW power plant. It is also faster,
requiring far less time to plan and construct, and easier to locate, and it is
therefore possible for small businesses to enter the utility industry.

Financial services: The global financial industry is in no danger of going out
of business, although it may collapse occasionally under its own complexity,
but it is no longer the only way to finance a new business. Decentralised,
bottom-up methods such as Kickstarter [14] enable individual, small
investors to raise seed money for new ventures by leveraging social media
systems to assess the reputations of the innovators. Microfinance [15] has
also proved effective in increasing the inclusiveness of financial services in
regions lacking in banking services, notably areas of Africa, although it is
also susceptible to abuse in the form of extortionate interest rates.

Embedded ICT: Developments in embedded intelligence, in miniature sensors,
and in communications, especially wireless communications, make it possible
to place the management of function, say demand-side energy management, at
the point of delivery rather than requiring a centralised management system.

Educated consumers: The millennial generation that is now entering the global
economy in large numbers has different expectations from previous gen-
erations. It has never known a world without the Internet, and hence, the
concepts of decentralisation and autonomy are much more easily embraced.

There are however countervailing winds. Many of the same factors also lead to
concentrations of functionality. Some examples are:

Returns to scale: Communication services work both ways, and so it becomes
easier to aggregate small businesses and individuals into giant, online ser-
vices such as Alibaba, Amazon, eBay, Facebook, and Google. In this world,
economic power emerges from the capturing the attention of billions of
people, from identifying and exploiting their interests and needs and from
leveraging volume to drive down suppliers’ prices.
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Financial services: While Kickstarter enables the innovation of many startup
companies by raising hundreds of thousands of dollars, it does not scale (yet)
to the hundreds of millions required to launch a scalable business. So
eventually the successful start-up companies need to turn to conventional
venture capital for larger sums and for the lucrative business of initial public
offerings.

Distributed ICT: The pervasiveness of intelligence, sensors, and communica-
tions permits the aggregation of the activities of individuals and their usage
of infrastructure and services on a scale that was unimaginable even 15 years
ago. There is still much further to travel on this road as the Internet of
Things adds ever more sensors to public and private places, and the
immense volumes of data collected daily become fodder for ever more
sophisticated analytics on vast server farms. Public and private organisations
that can capture and analyse these vast flows of information can acquire
major political and economic power.

Stable employment: In highly developed countries, much of the period following
World War II was a time of stability in enterprise and social systems.
Employees of large enterprises and governments could expect lifelong
employment. That stability was greatly reduced after 1990 as automation, new
business management ideas, ICT, globalised industries, and other factors cre-
ated a fast-moving world based on change and innovation. This has led to far
more volatile forms of employment and the loss of good jobs in manufacturing.

We see here the Yin/Yang nature of decentralisation and autonomy in industry. In
the following sections, we will examine how this has played out in a few major
industries and government.

10.4 Autonomy in social systems

In the United Kingdom and many other countries, Social ADS is a ubiquitous
pattern. People and communities spontaneously self-organise for many purposes
including leisure, philanthropy, commerce, and political power. For example, a
cluster of villages in the county of Buckinghamshire in the United Kingdom
has a rich variety of self-organising leisure groups including a walking group,
a cycling group, a gardening club, a wine tasting group, a choir, a book club, a
bridge group, a brass band, bowls club, a cricket club, the British Legion for
former soldiers, the boy scouts, an allotments society, various church groups, and
many more.

Some of these local groups spring from the initiative of an energetic core and
survive as long as that core group remains active. Other groups survive longer
through committee structures that recruit new people to play active organisational
roles. For example, the bowls club was established in 1922 [16], while the brass band
was granted charitable status in 1973 [17]. Some local groups are actively engaged
in contributing to the social good. For example, a voluntary organisation helps to
maintain a community-owned green space by clearing brambles, thistles, and nettles;
maintaining the barn, fences, and gates; litter picking; path maintenance; orchard
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mowing, pruning, and mulching; improving drainage; hay-raking; installing nesting
boxes and hedge-laying [18].

Sometimes the local organisations self-organise to form higher level structures.
For example, the Woburn Area Arts Society [19] is the local branch of The Arts
Society (previously called the National Association of Decorative and Fine Arts
(NADFAS)). The history of NADFAS illustrates the evolution of an autonomous
distributed social system. In 1965, Patricia Fay founded the Chiltern Antiques Group,
and in 1968, she was instrumental in uniting eleven arts societies to form NADFAS. In
the 1970s, NADFAS had a period of rapid expansion and in 1972 became a registered
charity. A major initiative was launched in 1973 to record the buildings, interiors, and
history of churches and places of worship. In 1994, central London premises were
purchased, and in 2002, NADFAS was legally incorporated as a UK company limited
by guarantee. A scholarship scheme was established in 2006, and in 2010, NADFAS
Heritage Volunteers achieved the milestone of contributing 300,000 hours, saving
museums and galleries £5 million. Over the last 50 years, NADFAS has grown from a
small local organisation to a major, national Social ADS, supporting the arts at local
and national levels [20].

The National Trust, which cares for historic properties and areas of countryside,
has a similar history. It was founded and registered under the Companies Act on 12
January 1895 by Octavia Hill, Robert Hunter, and Hardwicke Rawnsley. The Trust
rapidly acquired many historic houses and estates. In 1886, it bought the clergy house
in Alfriston as its first building; in 1899, it acquired its first nature reserve at Wicken
Fen; in 1900, it was given Kanturk Castle [21]. Today it owns over 775 miles of
coastline, over 247,000 ha of land, over 350 historic houses, gardens, parks, ancient
monuments, and nature reserves. From its bottom-up, self-organising beginnings in
the nineteenth century, the trust has become one of the United Kingdom’s largest
charities with an annual expenditure of half a billion pounds [22].

By its nature, commerce depends on the evolution of autonomous distributed
systems. For example, on a small green at the centre of the same Buckinghamshire
village, there is a Sunday farmers’ market organised by one of the local traders. At
one of the rustic stalls, the head brewer and owner sells craft beer made by his new
microbrewery at the back of a house in a nearby village [23]. What started as a part-
time enterprise became a commercial organisation in 2015 with the installation of a
6-barrel brewery. This company now supplies beer to many local outlets and some
as far away as Manchester. This kind of autonomous entrepreneurship is an
essential element of the capitalist system. As with The Arts Society in the voluntary
sector, a small autonomous distributed system like this begins with a small local
initiative that may grow to become a national or international organisation.

A current example is the emergence of the Maker Movement [24], in which
communities of artisans establish communal workshops, sometimes offering highly
sophisticated tools and materials, and jointly develop and share designs and pro-
duction techniques. This movement, whose origins are traceable to the early
twentieth century and the advent of radio as a medium of entertainment, spreads
organically as clusters of artisans discover one another and expand from a corner in
an individual’s workshop to many thousands of square feet of space, often in a
former manufacturing building.

222 Autonomous decentralized systems and their applications



10.4.1 The formation dynamics of autonomous distributed systems
in society

Such Social ADS thus often emerge spontaneously from social interactions and go
on to evolve into complex interdependent systems. The following illustrates the
dynamics of such evolution:

1. Phase 1: Getting started
(i) One or more people are motivated to create a system to do something. The

motivation may come from a desire to do something pleasurable, e.g. play
tennis, go walking, go cycling, sing in a choir, attend interesting lectures.
It may come from a sense of concern or social justice, e.g. ‘making things
better’, being a Samaritan [25], becoming a scout leader, becoming a first
aider, listening to children reading at school, being a mountain rescuer.
It may be motivated by seeing a commercial opportunity, e.g. starting a
brewery, starting a window cleaning business.

(ii) There are no insuperable obstacles to stop them doing so. That is, there are
no legal or social impediments forbidding the activity, unless the purpose is
deliberately criminal, challenges the law, or contravenes strongly held social
norms. There are no other groups able to oppose and halt the initiative.

(iii) The interested parties provide or have access to the resources necessary for
the enterprise, e.g. money, time, premises, knowledge, and experience.

2. Phase 2: Implementation
(i) The founders work together to form the system and succeed or fail at the

micro level.
(ii) They become certificated, e.g. take legally required examinations, join

professional bodies, or establish their own formal qualifications for
accreditation.

3. Phase 3: Expand locally
(i) The level of activity expands, e.g. involving more people, hiring

employees, making more product, selling more product, and increasing
the range of services.

(ii) The activity federates with other organisations, e.g. by forming a group of
synergistic organisations, joining a federation of sports clubs, or making
agreements with other commercial organisations.

4. Phase 4: Expansion to national and global scales
(i) The activity establishes a network of quasi-autonomous organisations

that operate under the aegis of the original, parent organisation, e.g. by
opening new branches in other towns or franchising the activity.

(ii) The activity may develop a shared ICT platform that provides services to
the national or global community. Such services may include education
and training, provision of shared knowledge or other resources, reputa-
tion management, referrals, commercial and financial operations, user
and customer support, and so forth.

The initial, localised activity thus has completely autonomous origins, but it may
grow to regional, national, or even international scale through the emergence of a
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network of quasi-autonomous branch organisations at the local level. However, to
ensure cohesion of these distributed activities, it is likely to acquire some set of
rules, principles of behaviour, or standards that are replicated to the branches and
become conditions for affiliation to the founding organisation. In this way, small
bottom-up ADS may evolve into large, multilevel systems which combine bottom-
up and top-down organisational structure and control [26].

10.4.2 Social ADS in large organisations
As sketched above, Social ADS begin as small enterprises. Can such innovation occur
within larger organisations such as private and state run industries, large institutions
such as universities and the military, and government at local and national scales?

Entrepreneurial individuals in large organisations face the problem that other
people within their organisation may oppose and attempt to halt an initiative. The
reasons may include lack of imagination or being rule-bound, jealousy or spite,
and risk aversion. The reasons may also include the proposed innovation being
demonstrably unworkable, that it undermines another initiative, there being insuf-
ficient resource available, or there being no ‘market’ for its activities.

A further distinction may be that the growth of a new activity must in many
cases take place within the existing organisation, which may be constrained by
space, capital, willingness to hire new employees, and so forth. An exception would
be an organisation based on a franchise business model.

Although it may be difficult for individuals at intermediate levels in large
commercial organisations to implement initiatives, the board is expected to orga-
nise autonomously to run the business. A lesson from the science of complex sys-
tems is that strong top-down management may be inappropriate for some systems.
One reason for this is that board level managers cannot know the details of what
happens in the organisation at the micro level. For this reason, board-level man-
agers may best conceive of their organisations as distributed autonomous systems
and managing them as such, by, for example mandating (financial) outcomes rather
than production or marketing processes. Compare this to laws and regulations
imposed by governments, which usually mandate or exclude specific behaviours in
order to achieve socially desirable outcomes.

10.5 Social control systems

We have illustrated above that collective social behaviours of all kinds are governed
and regulated through a mixture of centralised and decentralised mechanisms. Cul-
ture and laws are the control mechanisms that we have developed over several
thousand years [27] to create desired outcomes such as safe and stable societies.
They work by creating frames of reference that are known to all members of the
society and can be compared post hoc to the actual behaviour of an individual who
can then be judged on whether he or she has violated a law, a custom or a regulation.

Any control system must choose whether to attempt to define permitted or
forbidden inputs (a law, a custom or a regulation) or desired ranges of outputs
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(outcomes). Government and societies are mainly motivated by outcomes – safe
transportation, food, a well-educated workforce, a balanced budget – which cannot
be directly achieved. Instead governments enact laws and regulations – speed
limits, years of primary and secondary educations, taxes – that are intended to
ensure the desired outcomes.

The challenge for such input-based control systems is how to deal with unforeseen
circumstances. Speed limits may ensure safe travel under normal conditions, but may
be dangerously inappropriate when the roads are icy, and drivers must apply their own
judgement. Hence, centralised laws and regulations serve to control individual beha-
viour, while national, local, and personal culture provides decentralised guidance for
what each individual may judge to be acceptable behaviour. Decentralised autonomy is
valuable for a society by enabling the individual to respond appropriately when con-
fronted by exceptional circumstances and thus contributes to the society’s resilience.

The balance between freedom to innovate and constraints on doing so is illu-
strated by the expectations of engineers when working on safety-critical systems. The
professional codes that protect engineers are drafted in a general way in the context of
particular technologies, but do not specify what any particular system must or must
not do. Engineers are expected to apply professional judgement as to what is safe
when they create new systems. They do this in the knowledge that if things go wrong,
there will be an enquiry that will indeed analyse the particular system and if necessary
hold to account those individuals that do not meet the standards set.

Such decentralised, cultural control of behaviour emerges and evolves over
long periods to sustain desirable social outcomes. In tolerant societies, cultural
control allows the individual considerable autonomy. We generally trust our fellow
citizens to behave in way that supports our desirable social outcomes, even if their
behaviour occasionally contravenes laws or regulations. Whether through cen-
tralised or decentralised control, few societies wish to invest in a police force that
can monitor and command every individual’s behaviour, although some societies
may encourage citizens to act as enforcers of policies or faiths. Hence, citizens may
assert autonomy within and even beyond legal boundaries. Depending on the scale
of enforcement, societies exhibit varying attitudes to laws and regulations.

Present-day technological innovation may perturb this balance between
centralised and decentralised social control mechanisms as we consider in the fol-
lowing section.

10.5.1 ICT and Social ADS
While ICT has had major impacts on personal systems (email, Skype, Facebook,
audio and video digital streaming, and so forth) and on enterprise systems (global
banking, global manufacturing, air travel, and so forth), its impact on social control
systems has been marginal. Governments have applied ICT to existing bureaucratic
processes (identity registration, permitting, taxation, and so forth), but it is only
recently that transformational applications have emerged. One of the strongest and
most contentious examples is the ability of national security agencies to monitor
personal communications and personal movement at hitherto unprecedented levels.
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More relevant here are the citizen-to-government communication channels that
have been opened up. For example, consider the web-based open data processes
[28], through which governments publish non-confidential information at the
national, regional, and city levels ranging from committee reports, tax and spending
by district, crime and health statistics by district, real-time traffic information, and
public works job tickets. In the other direction, ICT can also be the means of
enabling policy makers to engage with citizens and stakeholders.

For example, in the United Kingdom, the government runs a website that
allows citizens to start petitions. If 10,000 people sign the petition online, the
government promises to respond [29]. A successful example was a petition to end
the tax on tampons that gathered more than 300,000 signatures. Policy informatics
can also aid communications between policy makers and citizens by making
available the models and data used in policy formulation and allowing others to
investigate possible policy outcomes [10].

The emergence of a highly instrumented world [30] with machine-based rea-
soning capable of matching or exceeding some aspects of human cognition may
introduce further transformational change. In such an environment, Casey and
Niblett [31,32] have suggested that, instead of defining desirable behaviour via
laws and regulations that can be applied post hoc to assess an incident, an indivi-
dual or a device operated by an individual, notably a self-driving car, may be given
real-time guidance on whether an intended action would be considered ‘legal’.
They call these advisories ‘micro-directives’.

Micro-directives are issued by a centralised governance or control system that
assesses the individual’s situation and determines permissible actions that may be
taken without putting at risk the goal of a safe and stable society. An example that
is currently debated in the ethics of autonomous systems such as self-driving cars
concerns the problem of what such a vehicle should do if a pedestrian unexpectedly
steps into the roadway. The vehicle is posited to have the option of quickly moving
into the opposite lane, but would then collide with an oncoming vehicle that it
knows to contain no human being. Since the centralised system is fully informed
about the situation of every autonomous vehicle, it can assess this problem and
issue a micro-directive that authorises or instructs the vehicle to change lanes and
unavoidably collide with the on-coming passengerless vehicle.

In fact in most countries, individuals routinely give themselves such permis-
sions to make small violations of the laws that go undetected or that would not
cause a policeman to intervene, e.g. minor parking violations. Societies tolerate
such autonomous judgements for the resilience and agility they enable at fine-
grained spatial and temporal scales. Creating a centralised system that automates
such judgements is a troubling step. But the scenario is real. The advent of auton-
omous vehicles however requires either an embedded system in each vehicle for
analysing such an ethical dilemma or a centralised system that can perform such
instantaneous judgements. This will no doubt require extensive ethical and legal
analysis and debate before such vehicles become widely permitted.

We may use the term ‘Policy Informatics’ for these processes of, on the one
hand, engaging citizens in policy development and, on the other hand, of generating
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hard real-time, spatially specific commands that are derived from centralised
policies. Policy Informatics is central to Global Systems Science. It is the means of
coordinating Complex Systems Science with policymakers and with citizens.
Computer graphics and visual analytics can be very important in this [10].

Against this rather dystopian view, we note that ICT also greatly favours the
formation dynamics of Social ADS. Small numbers of individuals can reach very
large numbers of people through websites, Google email and document services,
Facebook, Twitter, YouTube, Flickr, and the many other free services available and
thereby create decentralised, autonomous organisations that may disrupt existing
centralised organisations.

10.6 Case studies of social and enterprise systems in transition

In recent times, the advent of the Internet, the Internet of Things, Big Data, and
artificial intelligence technologies begin to exert enormous impacts on the tradi-
tional social control methods described above and in the operating models of large
enterprises. In this section, we explore two examples of these impacts with the aim
of identifying those characteristics that favour autonomous, decentralised systems
in society and those that favour centralised, top-down systems in the private and the
public sectors.

10.6.1 Telecommunications
Telecommunication systems have followed a very similar trajectory to electricity
utilities. A flowering in the late nineteenth century of many, small local or regional
telephone networks was followed by their aggregation into national monopolies
based on the control of the analogue copper network. In this network, bandwidth
was a scarce, but highly valuable resource and consumers would pay high tariffs by
the minute for its use.

The advent of digital technologies and of fibre-optic cables transformed scarcity
into abundance. However, the national monopolies had a technological control
point – all of the intelligence required for the operation and management of these
systems was embedded in centralised switches. Innovation, in the form of the Intel-
ligent Network principles [33] took the form of increased intelligence in the switches,
while the user’s terminal, the basic telephone, remained dumb. This control point
became threatened in around 1990 by the popularity of personal computers and the
public emergence of the Internet, which is based on the opposite principle – as little
intelligence as possible in the network and as much as possible in the hands of the users
at the periphery. The realisation that this transition was imminent led to an infamous
white paper by David Isenberg entitled ‘The Rise of the Stupid Network’ [34].

Also unlike the former telephone networks, the Internet famously has no
centralised management system. As the name implies, it is formed from the inter-
connection of many subnetworks that are managed by their individual owners. In
the mid-1990s, telco engineers still believed that the Internet must be inherently
unstable and would ‘melt down’ sooner or later.
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The development in the early 1990s of asynchronous transfer mode [35]
enabled all forms of telecommunications to share the same pipes. Data com-
munication services have long been based on tiered, flat-rate tariffs, but as the
cost of fibre-optic bandwidth fell dramatically in the 1990s, the perceived value
of voice bandwidth declined. The notion of paying by the minute has today
almost completely disappeared. Ca 1996 ‘Voice over IP’, that is voice tele-
phony on a data network, took off. The introduction of the asymmetric digital
subscriber loop [36] in the late 1990s removed the last-mile bottleneck and
sounded the death knell of the historic model of telecommunications. In 1998, a
major US consulting company published a report entitled ‘Telecommunications
in the Age of Zero Tariffs’ and Cairncross published ‘The Death of Distance’
[37]. Today many services [38,39] exist to provide free, worldwide voice
communications based on network capacities that were unthinkable even
20 years ago.

We see here that a major, global industry can be violently transformed
against its own will by technological innovation in less than 30 years from one
based on centralised, top-down services to one that provides a multitude of
autonomous, decentralised services based on a common, open platform – the
Internet. In some countries, operators may still hold monopoly power over last-
mile communications, but revenues from fixed networks, as opposed to mobile
networks, have declined strongly, and the utilities have little interest in investing
in this area for the primary purpose of data communication on tiered flat-rate
tariffs. Instead, fixed network operators seek new revenues streams from
streaming entertainment media and from new services such as home or building
automation [40].

10.6.2 Local government
Local governments, particularly municipal governments, have proven strongly
resistant to transitions towards autonomy and decentralisation at various levels.
Their organisational models resemble fiefdoms descended from eighteenth cen-
tury royal courts and manifest closed, centralised, top-down control. Apart from
tradition, there may be legitimate reasons for this stasis. Government agencies
deal with large amounts of personal information such as financial status, tax and
criminal records, property ownership, educational records, and so forth whose
confidentiality must be protected and which therefore precludes the easier sharing
of information in the private sector. Officials are accountable for results in ways
that private-sector managers are not and are thus cautious of losing their own
independence. In the United States, strong public-sector unions impede changes in
operational practices. These legitimate reasons can, however, become justifica-
tions for a lack of transparency and accessibility that isolates agencies from the
public they are intended to serve.

While these issues remain, the recent decade has shown some progress in opening
up municipal government and providing new roles for grass-roots civic organisations.
One innovation is Open Data [41], which has its roots in the publication of reports on
municipal websites in the 1990s and in the open-source movement of the same period
[42]. This has since evolved from static information published as documents to
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real-time data, enabling greater accountability, transparency and action. Today cities
such as Amsterdam [43], Barcelona [44], London [45], and San Francisco [46] make
available hundreds of datasets on topics ranging from public health inspections, the
geographic distribution of budget spending, public works work orders or the current
positions of municipal buses. Such data are highly valuable to civic organisations in
assessing the effectiveness of policy and in developing arguments for policy changes.
It is also valuable to individual citizens who want to know when their streets will be
repaired or when the bus is going to arrive at a given bus stop. It even provides a viable
mechanism for agencies to share data among themselves.

Many of the principles of Open Data derive from previous work on open-source
software that created concepts such as the Creative Commons [47], which ensures free
access to communally developed works and the right to republish or to prepare deri-
vative works. These roots ensured that civic organisations had access to the ICT skills
needed to develop tools for visualising and understanding the Big Data now being
published by municipal governments. These movements coalesced in the last decade
into the Open Cities [48] movement in which civic organisations and individuals are
able to apply their innovation to grass-roots problems through ‘hackathons’ [49].

10.6.3 National government
As an example of the potential for Social ADS, consider what is called the bed-
blocking problem in the United Kingdom. Simplifying the problem considerably,
bed-blocking occurs when a person has completed their clinical treatment but
cannot leave hospital because they cannot care for themselves at home, and there is
no place in a residential home. This problem reflects the health and social care
system in the United Kingdom in which health care is provided free of charge by
the National Health Service and social care such as residential accommodation for
the old and infirm is provided by local councils. These two subsystems are funded
differently and have different incentives.

The National Audit Office report Discharging older patients from hospital
(2016) summarises this as follows:

Unnecessary delay in discharging older patients . . . from hospital is a
known and longstanding issue. For older people [this] can lead to worse
health outcomes and can increase their long-term care needs [and] is an
additional and avoidable pressure on the financial sustainability of the
NHS and local government. . . . Older people are cared for in hospital by
the NHS, but once discharged some may need short- or long-term support
from their local authority or community health services. . . . The number
of recorded delayed transfers of care has increased substantially over the
past two years [a 31% increase between 2013 and 2015]. The main drivers
for this increase are the number of days spent waiting for a package of
home care (which more than doubled between 2013 and 2015, from
89,000 to 182,000) and waiting for a nursing home placement or avail-
ability (which increased by 63%). [50]

This problem is long standing and very complex, reflecting social and
administrative systems at many levels from the individual patient stuck in hospital
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to local councils being unable to provide them with a suitable care package to the
Ministry of Health trying to manage a system it only partially controls. However, it
illustrates the great opportunities for ADS.

One approach to this problem is to analyse it top down, design a new ‘inte-
grated’ health and social care system, and implement it. Such reorganisation has
been tried before, and, even on a smaller scale, the complexity has resulted in
disaster. Instead of this top-down approach, consider the possibilities for bottom-up
self-organisation. One thing is clear. Whatever solution is implemented eventually,
it will be highly dependent on ICTs.

To illustrate this, consider an elderly lady living alone in a rural area. In order
to stay in her own home, suppose she needs three half-hour visits a day from carers
who help her dress and make breakfast in the morning, help her prepare lunch and
dinner, and help her tidy up her get ready for bed in the evening. One solution to
providing her care is through a specialist company, which in this case would be
very expensive, due in part to a lot of travelling being involved.

Another solution is to have the care provided more locally. Suppose there are
people in the village who would be glad to provide care, paid or voluntary, but not
every day and not always at the same time. For example, a young mother might be
pleased to earn a little extra money on the day her child is at nursery. Thus, we
hypothesise a heterogeneous set of, say, 20 people, willing to provide care from
time to time. Being realistic, some of these people will be more reliable than others.
Despite this, it is essential that the care system put in place is robust. It is not
acceptable for care visits to be missed. How might such a system self-organise?

First, it is assumed that each of the twenty people is recruited into the ADS. This
could be done through social media such as Facebook or local authority websites.
Second, it is necessary that the individuals providing care are coordinated with those
receiving it. This can be done by mobile telephony and specialised apps that contact
all the 20 carers, who may be unaware of one another, and coordinate the times that
they are free with the visits to be made. These apps can form a ‘community’ on the
20 mobile phones – they don’t need to be on a server. Furthermore, they can store
and share data. With this information system, the Social ADS can know if a carer is
in the wrong place at the wrong time, likely to miss their visit, and take remedial
action be bringing in someone else from the ADS and so on.

Is this kind of system possible? We think it is, indeed such an approach is used
in the village of Brookfield, Connecticut, to manage the resettlement of Syrian
refugee families using a team of 20 volunteers. Much of the necessary technology
already exists. In the case of bed–blocking, the national and local governments can
provide the incentives for the necessary self-organisation. One can imagine ecol-
ogies of apps evolving as social needs change. We think this is a very exciting and
plausible opportunity for engineers now and in the future.

As final, brief examples, consider first Amazon’s Mechanical Turk [51], an
online service that allows an organisation or an individual to compose an ad hoc
group of skilled workers to execute simple or complex tasks. This extends as far as
developing a company’s annual report. Second, note a recent newspaper article [52]
commenting on how small, Internet-based companies providing healthy foods are
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having a significant impact on revenues of companies such as Nestle in the main-
stream food industry.

We see here the possible coordination of the closed, centralised, top-down
methods of government with the autonomous, decentralised methods of civic and
commercial organisations.

10.7 Conclusions

In the World Until Yesterday, Diamond [53] discusses the spectrum of governance
mechanisms across social groups ranging from families, to clans, to tribes, and to
nations, and the need for such mechanisms to expand with the scale of the group.
Harrison [54] suggests that as such groups expand, an individual leader eventually
needs to delegate to a hierarchy of trusted lieutenants. In modern times, such human
delegation has been complemented by rapid and pervasive telecommunications and
sensing technologies.

The essential element here though is trust. In hierarchical governance, the
individual leader of the social structure is trusted to look after the overall well-
being of the group. As the group and its territory expand, the appointed delegates
inherit from the leader some of the trust placed in him or her by the members of the
group. The average member of the group has some degree of trust and respect for
these delegates or mechanisms even though he or she may not directly know them.

In an autonomous system, this hierarchical chain of trust may be largely
absent. The average member of the group may have direct knowledge of the people
or mechanisms managing the system if it is localised. But if the system is spatially
distributed, perhaps even globally distributed, such direct knowledge may not be
feasible. In its place, indirect knowledge has until recently relied on proxies such as
brands, limited word-of-mouth, or consumer review magazines. The advent of the
Internet and the emergence of social interactions via the Internet in the last 20 years
provide new mechanisms for establishing reputation and trust, albeit more limited
than trust based on direct interaction.

Examples of the roles of such indirect trust are seen in services such as the open-
source movement, the Maker Movement, Mechanical Turk, eBay, Uber, Airbnb, and
social media sites such as Facebook and LinkedIn. These services enable small,
localised groups or individuals, for example Uber drivers, to benefit from opportu-
nities that are accessible through a large, complex platform that also serves to establish
trustworthy engagements between providers of goods or services and clients. While,
as we have shown, the scaling of modern technology enables small Social ADS groups
to engage in activities formerly reserved to large public or private organisations, we
believe that it is this ability to develop indirect trust that is central to the growth of such
ADS. While this indirect trust brings many advantages, it must still complemented by
direct, hierarchical trust for many of the critical functions provided by government.

In this article, we have seen that social and technological changes are leading
to rebalancing of the tension between centralised, top-down systems and ADS.
ADS principles have gained and may continue to gain ground, but the adoption of
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Social ADS has not so far led to the wholesale deconstruction of large, centralised,
top-down systems. While Social ADS approaches offer channels for human inde-
pendence and innovation, these are countered by limitations to distributed control
and management as well as financial and social forces.

In the end, Coase’s Law [2] still applies. Some tasks, for example large-scale
manufacturing of cars or governing a city, are simply too technically, financially,
legally, and socially complex to be decentralised by current Social ADS methods. It
is, however, not beyond imagining that platforms similar to eBay or the Mechanical
Turk might emerge that can address such complexities, making Social ADS a
predominant organisational force in the twenty-first century.
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Chapter 11

Internet of Simulation: building smart
autonomous decentralised systems

David McKee1, Stephen Clement1, and Jie Xu1

Abstract

The increasing autonomy, complexity, and decentralisation of modern systems
require an increasing reliance on large-scale simulation to cope with the social,
technical, economic, and environmental challenges of the world we live in. These
large-scale simulations aid in the understanding of processes and design of complex
systems. The Internet of Simulation (IoS) is an emerging trend towards a decen-
tralised ecosystem of geographical disparate simulations that are readily combined
to form more complex simulations. This chapter explores some of the challenges in
implementing this distributed simulation system and its use in design, maintenance,
analysis, and training of complex systems. These include the management of
complex interactions between integrated simulation components and wider opera-
tional challenges. The contextualised applications of IoS and some of the relevant
issues’ post-deployment are discussed.

11.1 Internet of Simulation characteristics

Simulation is used in almost every industry and affects nearly every aspect of
society. Virtually, every product in use has been designed and tested using some
level of simulation, whether this be office furniture, vehicles, or complex safety
systems such as air-traffic control. As cyberphysical systems become autonomous
and decentralised, the interactions between sub-systems and components become
more complex. Co-simulation has become a vital element of design and virtual
prototyping in order to handle these complexities. Co-simulation allows multiple
simulations, of different components, to be combined together into a single larger
simulation. This allows for virtual prototyping and discovery of emergent beha-
viours earlier in the engineering life cycle. Simulation also facilitates what–if
analysis allowing the exploration of scenarios that are either infeasible or too costly
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to be physically tested. Being able to therefore pull together numerous, potentially
hundreds of, simulations into a single co-simulation provides an essential and
powerful capability for designing evermore complex and integrated cyberphysical
systems and particularly ensure those aspects of automation within those systems
are appropriately tested.

This gives rise to the concept of an Internet of Simulation (IoS) which derives
from an ever-growing need to design larger and more complex system which are
themselves deployed into complex massive-scale cyberphysical systems [1]. IoS
extends the concepts of IoT with virtual things and then bridges the virtual and
physical worlds. The core characteristics of IoS break down into three areas: (1) the
relationship to IoT as a network of virtual things, (2) the iterative and hierarchical
concepts of Simulation as a Service (SIMaaS) and Workflow as a Service (WFaaS)
for massive-scale co-simulation, and (3) the interconnectivity between IoS and
devices within the physical world of IoT.

Internet of simulation characteristics:

● A specialism of the Internet of Things (IoT) comprises interconnected virtual
system components, agents, or virtual environments defined by cross-domain
collections of network-enabled, variable fidelity, and heterogeneous models
and simulations.

● Through composing multiple virtual entities by defining their interactivity,
a system simulation can be constructed and distributed.

● The simulated things contained in the IoS can be connected to the IoT via a
real-time bridge.

11.1.1 Simulation as a Service
The IoS paradigm is built first and foremost on providing simulations as services
over a network. Doing so requires

1. interface management using standards including the IEEE High-Level Archi-
tecture (HLA), Web service (WS) standards, and others so as to ensure simulation
interoperability and

2. managed computational infrastructure from specialist hardware through
virtualisation in the Cloud or on high-performance computing (HPC) platforms.

The underpinning principle of SIMaaS is ensuring the interoperability of simulations,
simulations tools, and other systems. In order to guarantee this interoperability, three
aspects must be managed; standardisation, timing and synchronisation, as well as
internal and external states. In terms of standardisation, there are two starting points
from the disciplines of service computing and co-simulation. In the first instance, there
are the Software as a Service commonly used standards including WSs, SOAP, and
REST. These provide the basis for the service aspects of SIMaaS providing interfaces
to allow remote access to hosted simulations. For example, WSs typically have a
definition specified using WSDL which specifies the methods that can be called as
well as inputs, outputs, and parameters, and these can generated using almost any
technology.
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11.1.1.1 Simulation interoperability
SIMaaS facilitates simulation publication and integration. This requires

1. standardisation of both service and simulation interfaces;
2. causal consistency, including timing and synchronisation; and
3. internal and external state management.

The simulation community have however typically used official standards by either
OMG, IEEE, or SISO. These include the Data Distribution Service (DDS), the
HLA, and Functional Mock-up Interface (FMI). However, of the numerous com-
mercial simulation tool providers, very few adhere to these standards and those that
do typically provide only partial support for an individual standard and add vendor
specific features. As a result, the method for exposing simulations becomes parti-
cularly challenging and requires expert engineering to understand how each of the
underlying technologies function and also their interdependencies. Moreover, the
current standards only manage the interoperability in terms of data and do not
manage timings, synchronisation, or aspects such as state.

Given the wide range of tools and technologies that could be involved in exposing
simulation as services, there are two general patterns (shown in Figure 11.1) that can
be used for the publication of simulations as services.

1. Embedded function block where a tool-specific library or plug-in is created
that encapsulates the information for network communication and interactivity.
This then allows the dropping of a block into the diagrammatic representation
of the simulation, within the tool. The block can then be wired up as a compo-
nent or function within the simulation. Such a function block must support three
modes of operation: pass-through, simplified, and co-simulation. The first
allows the simulation to run independently for the purposes of testing. In doing
so, the block must pass all data through from input to output without any
modification or time delay. In the simplified mode, the block must provide some
level of data transformation that represents the behaviour that would be expected

Pattern: Embedded function block

Wrapping
APIs, function calls

Simulation RTI

Simulation Y Simulation ZSimulation X

Simulation A
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Pattern: Standards-based wrapping

Block
Sim X

f{}

Figure 11.1 SIMaaS creation patterns 1 and 2
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during a co-simulation. This particular mode would be typically implemented
using data-sets. In the co-simulation configuration, the block must hide the
complexities of time integration as well as network management. An example of
this type of approach in a specific tool is the use of Simulink� s-functions.

2. Standards-based interface wrapping based on formal standards by the likes of
IEEE, OMG, or SISO. This pattern moves a step further than the function blocks
by fully encapsulating the simulation tool or model within a wrapping that is
compliant with the distributed co-simulation or service standard. There is cur-
rently one main standard, IEEE HLA 1516, which is supported by a runtime
infrastructure (RTI). In this fashion, a simulator is wrapped as federate which
appropriate controls for information exchange, synchronisation, and coordina-
tion. These federates are then combined into a federation which describes the
overall connectivity between the simulations as well as data and logic con-
straints. Underpinning the simulation structure is an RTI which is responsible for
managing all communication. There are two main technologies that are currently
adopted. The first is OMG DDS which provides a publish/subscribe model with
low-level management of the network to provide soft real-time guarantees. The
second is WSs which provides greater level of abstraction and an ability to create
co-simulations across more wide spread, possibly global, networks but does not
provide the same level real-time guarantees. Adopting this approach typically
requires custom code generation for a given simulation model. Another tech-
nology is the FMI standard which facilitates model exchange and co-simulation
using a mixture of XML files and compiled C-code.

At this point, these patterns assume the existence of an RTI. They do not
capture issues around deployment of SIMaaS in environments such as Cloud
computing or HPC. Therefore, a third pattern can be considered which extends the
standards-based interface wrapping with virtualisation:

3. Virtualised SIMaaS In this fashion, the wrapping process should create an
agent which runs as a WS hosted within either a virtual machine (VM)
or container. The packaged VM, or container, includes the simulation and its
constituent parts (tool and model) as well as the SIMaaS agent providing an
application programming interface (API), communication, and function man-
agement. In this way, a simulation can be easily deployed across a wide range
of infrastructure as well as deployed several times for different co-simulations.

11.1.2 Workflow as a Service
Once simulations are published using the SIMaaS paradigm, the next step is to facilitate
co-simulation. Using today’s standards and technologies, co-simulation is normally
limited to connecting only two simulations together. There are very few scenarios which
combine more, and those that do typically sit within the training domain with live,
virtual, and constructive simulation. Live, virtual, and constructive simulation refers to a
simulation involving humans-in-the-loop with virtual models being used for training
(constructive) purposes such as military scenarios. The reason for this is the lack of
standards and technologies to facilitate general simulation integration and the rapid
integration of numerous simulations into larger more complex system-level simulations.
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However, building specifically on pattern 3 for SIMaaS provision, it is possible
to build massively scalable and autonomously managed co-simulation platforms.
As shown Figure 11.2, component-level simulations can be exposed using the
SIMaaS paradigm, integrated into system-level simulation using WFaaS, and the
re-exposed using the SIMaaS paradigm as a system simulation.

In terms of creating co-simulations, the technologies described as part of the
first two SIMaaS patterns provide the starting point. HLA, for example, can facil-
itate co-simulation with multiple discrete-event simulations. However, there are
several key challenges that must be addressed when building a co-simulation eco-
system, the most prominent being causality, instability, and validation.

11.1.2.1 Causality
The temporal nature of the simulations could be either discrete event, discrete time,
or continuous. This results in several possible configurations of a co-simulation. In
the first two cases where all simulations are discrete, the integration is relatively
straightforward. The management system must, however, guarantee the temporal
consistency of events and signals. Temporal consistency refers to the order and
visibility of updates, and guaranteeing it is one of the major and most important
challenges in co-simulation. These are of several types:

● Strict – Any change to a property or value must be instantaneously seen by all
other simulations. In other words, if x is written at time t, then x is immediately
available to be read before time t þ 1. This approach has a very heavy per-
formance cost.
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● Sequential – Does not require the instantaneous visibility of values, but the
ordering must remain the same. This approach does not guarantee a determi-
nistic result.

● Atomic – Is sequential consistency with a real-time constraint and the use of
semaphores. This is often not possible with co-simulation.

● Causal – A weaker form of sequential consistency that guarantees that all
events are causally related and are in order.

● Weak – Does not enforce the synchronisation.
● Optimistic – Similar to weak consistency but reverses computation when an

out-of-order event is detected.

Most simulation is either strictly, optimistically, or weakly synchronised with the
performance cost decreasing as the level of synchronisation decreases. Conversely,
as synchronisation is reduced, the results of the simulation can no longer be guar-
anteed to the same degree. One approach is the use of time warp [2] which uses
either reversible computation or checkpoints to rollback simulation to a previous
state to correct inconsistencies.

One of the major issues with even discrete integration is potential differences
between time-steps within the individual simulations. The simulations may have
differing representations of time in terms of both logical and execution time. The
former being modelled by the simulation, and the latter representing the time taken
to run the simulation. If these differ, techniques such as zero-order and first-order
hold should be considered.

If however one or more of the simulations are continuous, strict attention must be
paid to the control and data-flow through the co-simulation. If a continuous simulation
is only downstream of others, then the temporal issues are negligible. However, if a
continuous simulation is part of a loop in a co-simulation, whether it be with discrete
or other continuous simulations, there are several issues. Specifically, continuous
simulations are represented algebraically, and the tools use solvers implementing
methods such as Runge–Kutta or Dorman–Prince to iteratively solve for a given time-
step. To facilitate co-simulation with continuous simulations, the eco-system must
either facilitate some global solver across the entire system or provide a mechanism to
interface with the relevant points during the iterative solver cycles.

11.1.2.2 Instability and validation
Within engineering disciplines, most simulations are not currently built with co-
simulation in mind. Therefore, any given simulation will have underlying
assumptions including internal constants and values that may not be compatible
with other simulations. Therefore, when performing co-simulation at any scale, it is
essential that there are mechanisms for validating both the independent simulation
results and the combined co-simulation results. One of the challenges with this
validation is distinguishing between emergent system behaviours and simulation
incompatibilities due to interfaces, data types, etc.

These issues mean that performing large-scale co-simulation is challenging
and must be carefully managed. However, successful simulation integration and
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deployment of an IoS has huge implications across and wide range of applications
and industries.

11.1.3 Relationship to IoT
The IoT describes the use of digital technologies and the interconnection of compo-
nents, devices, and services at a massive-scale across networks [3]. IoT differs from
concepts such as sensor networks; in that, it incorporates intelligence, either through
context-aware computation or smart connectivity [4]. IoT extends across multiple
domains and covers a wide range of technologies. These technologies provide the basis
for various applications such as smart cities and autonomous vehicles. The domains
and applications shown in the figure as well as the many others which form part of the
concept of IoT each have specific requirements with regards to aspects such as infra-
structure, security, interconnectivity, and standardisation. As a result, depending of
what the specific things are, the specification of an IoT can be very different.

IoS provides an extension of IoT that is of specific interest to communities
from the domains of manufacturing, government organisations, aerospace and
defence [1]. IoS provides additional virtual elements and technologies which can be
either used as a Virtual IoT or in conjunction with IoT using a real-time commu-
nication bridge. IoS can therefore be applied across application areas including
product design, smart cities, as well as command and control systems.

11.2 Engineering applications

Simulations are used across disciplines from engineering and manufacturing,
industrial applications, through machine learning and artificial intelligence (AI).
The remainder of this chapter looks at the benefits of co-simulation across these
particular areas.

11.2.1 Design and virtual prototyping
Simulation is used at every stage of product design and analysis with the concepts
of virtual prototyping becoming commonplace to reduce the cost of product
development and reduce time to market without compromising product quality. For
example, in designing a transmission system of a vehicle, it consists of several
components including engine and transmission, transmission control unit, and
vehicle dynamics. Within the automotive industry, each of these operates within a
different tool sets and are traditionally not suited for co-simulation [5]. Addition-
ally, even within a single organisation, these simulations will physically exist in
different locations introducing challenges for communication. This can be achieved
using a combination of the SIMaaS patterns described previously along with
careful management of the underlying communication infrastructure.

Given co-simulation during the design and analysis manufacturing phases, the
concept of IoS can be extended further to look at integration across the entire
engineering life cycle and through product life as shown in Figure 11.3 [6]. This
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moves beyond the engineering processes during the design and testing phases of
products to the maintenance and analysis of deployed products.

11.2.2 Industry 4.0 (Industrial IoT)
Originally arising out of the aerospace domain, the concept of a digital twin is now
central to the growing use of industrial IoT and Industry 4.0. The digital twin is a
virtual construct that mirrors all information embedded in a physical component or
system linked throughout life cycle [7]. Simulation is a vital component of the
digital twin; it encompasses an ultra-high fidelity simulation integrating the data
and functionality of the real system [8].

It has been previously noted that there is difficulty in generating digital twins
given the large amount of engineering they require [9]. However, IoS is designed to
integrate multiple smaller component simulation using co-simulation to provide a
larger system simulation. This allows for the digital twin to be constructed in the
same way as the system itself, from smaller system components, and has the benefit
of every system component having a digital twin as well as the systems as a whole.
This can be used to improve the development time and support the system through
the engineering life cycle [6]. The same simulations used for design can be used as
digital twins as in Figure 11.3.

11.3 Artificial intelligence and machine learning

There is a large trend today towards automation using AI and machine learning, so
called ambient intelligence [10] which is currently being propelled by advances in
big data which allow for the collection and processing of large amounts of data.
This is relevant to IoT systems where sensors can collect large amount of real-
world data. This data can typically be applied in machine-learning applications for
classification or regression.

Typically, these applications utilise supervised learning techniques where
labelled training data is used to train the desired model. But this presents a number
of downsides as the complexity of the problems, machine learning is applied to,

Internet of Simulation (IoS)
Testing Through-life

Internet of Things (IoT)

Maintenance Deployment

Support

DevelopmentDesign

Systems, e.g.
vehicleCustomer

features

Control
development

Sub-systems, e.g.
powertrain

System
function

Function

Component Component
testing

Integration
testing

System
test

In
-th

e-l
oo

p s
im

ula
tio

nVirtual prototyping

Electrical
components, e.g.

ECUs

Figure 11.3 Engineer life cycle from concept to deployment and maintenance

242 Autonomous decentralized systems and their applications



increases. Usually, an increase in the complexity of the problem requires an
increase in the amount of data required for training. This presents two problems,
collecting this data and labelling it. Labelling is usually performed manually, so an
increase in data requires an equal increase in manual effort to prepare the data set.
Additionally, the collection of data may not be possible or may be difficult. This is
especially true if the problem involves systems which are dynamic or not yet built.
In answer to these problems, there is increased interest in unsupervised and semi-
supervised [11] techniques where implicit cost of labelling is mitigated.

In particular, techniques such as generative adversarial networks (GANs) and
deep reinforcement learning are particularly suited to learning using simulation. If an
AI is used to control aspects of a system, simulation can form a vital role in its
training. This is an example of transfer learning [12] where a simulation is used to
train a model before it is applied to the real-world system. In the case of reinforce-
ment learning, the model is only guided by metrics that measure its performance. It
can provide inputs to a simulation and evaluate the simulated effect of those inputs
on the system, adjusting the model as necessary. In the case of GANs, one network
(the generative network) might provide environmental inputs to a simulated system,
while the other network attempts to maintain a level of system performance. In both
these cases, being able to construct and execute elaborate simulations from indivi-
dual component simulations allows for more complex problems to be solved.

Finally, another essential application in the world with increasing automation
is safety assurance. Before AI’s are allowed to control safety critical systems, they
should be proved to be safe, especially as they become more prevalent and each AI
is interacting with more dynamic systems. In this application, IoS would allow for a
fully realised simulation of a dynamic system, and its environment can be used to
test the underlying models, presenting it with many different scenarios and mea-
suring its performance empirically.

11.4 Conclusion

Simulation is vital for the development and application of autonomous, decen-
tralised, cyberphysical systems. IoS captures one approach to this problem, cap-
turing behaviours in component simulations and facilitating large-scale simulation
by integrating these components in a distributed environment. The concepts of
SIMaaS and WFaaS capture this integration and can be provided in Cloud-based
environments. We have seen that the application of this approach to engineering,
and design challenges can dramatically improve the design process and provide life
cycle support using digital twins. We have also seen that this large-scale simulation
can be useful to improve autonomy by providing ready access to detailed simula-
tions which facilitate unsupervised learning for increasingly autonomous systems.
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Part 4

Concept-oriented business and services
(business model) new business model

inspired by ADS

Overview

In recent years, the society has experienced several changes in its ways and methods
of consuming. Nowadays, the diversity and customization of products and services
have provoked that the consumer needs be very diverse and frequently changing.
As a result, cooperation among multiple companies, and formation of strategic
alliances, for providing better and quicker services to consumers has increased.

Moreover, with the wide spread of the Internet and the massive use of
mobile communication, service providers can offer global services and customers
are empowered by global accessibility. As a result, customers have become more
demanding, and the conditions of service provision are becoming more and more
stringent. Due to the wide choice range, the users’ desires have become highly
dynamic and unpredictable.

Because the environment and the market trends have become so diversified
and dynamic, new business models are required by heterogeneous e-business
entities for cooperation to enhance individual capabilities regarding diversified
customer’s trends. Considering the dynamic environment, intense competition and
possible business losses, these new business models must cope effectively with
continuously changing heterogeneous requirements.

Since its conception in the 1970s, the autonomous decentralized systems
(ADS) approach has been successfully applied in a wide range of application areas,
such as transportation, financial, economic and information systems. During these
years, ADS has enabled novel systems architectures that can cope with hetero-
geneous requirements in very dynamic and continuously changing environments.
However, the current business situation in a globalized and massively inter-
connected world has forced ADS to evolve and innovate. In this sense, ADS has led
and inspired not only new systems, but also new business models.

This part presents some of the business models inspired by ADS.
The first case study in this part is on mission critical information systems. The

dependency and use of computer systems have incremented exponentially in the
last years. It is necessary to change the way we design critical information systems
since a failure in one of these systems could have very serious consequences.



The authors propose a new concept, architecture and technologies called ADS-
oriented architecture (ADSOA) that provides uninterrupted services ADSOA has
been inspired on ADS since it takes as an analogy the survival mechanisms of
living organisms, as well as, the backbone of the specialization of functions through
the genetic code that cells provide to a living thing.

The second case study in this part is on the blockchain. The author discusses
the similarities of this technology with ADS, specifically the functional software
architecture that provides secure and uninterruptible service. This chapter also
covers the evolution from its origin as a subsystem of so-called cryptocurrency to
an autonomous decentralized form that enables the general-purpose capability of
smart contracts. The author mentions the application of blockchain technology in
various industries, such as finance, health care, publishing, software, etc.

The third case study in this part presents a practical application of ADS in
England. The authors observe that railway infrastructure is becoming more diverse
and variable over time, and that these requirements are different from country to
country. They suggest that a key requirement to keep ahead of structural changes in
the market is to transform the railway business into a single enterprise flexibly and
incrementally based on the new concept that they call ‘‘autonomous decentraliza-
tion.’’ The main focus of this chapter is to report the transformation of Hitachi’s
railway business when it entered into the UK railway market.

The fourth case study of this part discusses the development of a concept model
of sustainable business through alliances based on railway infrastructure manage-
ment and technology. The authors note that nowadays customer needs are so
diversified that companies are finding it difficult to offer highly satisfied customer
service. In this sense, new value should be created by alliances among different
companies. The authors describe the alliance strategy that JR East has developed by
a vertically integrated business model in railway business. They also describe how
ADS has inspired the technology that supports these business alliances.

The final case study of this part presents the current efforts for developing
cyber physical systems (CPS). The authors also identify the most relevant and
major concepts regarding to this new research field. Security, safety and privacy are
some of the major concerns that must be considered in the design of CPS since they
operate in worldwide open environments. They also mention that governance and
new business models are critical in the operation of CPS.
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Chapter 12

Autonomous decentralized service-oriented
architecture

Carlos Perez-Leguizamo1

Abstract

In a globalized market, technology evolution is neither an option nor an election but
a necessity. The future of both humans and systems points toward a singularity
within a short timeframe. We are converging into a symbiosis, which is why we
have been evolving most traditional systems architectures and technologies into
critical and high availability systems, so they can provide services available 24/7 in
a precise and uninterruptible way. As a response to the necessities previously
mentioned, there currently exist some efforts focused on solving said problems.
A remarkable option among them is the autonomous decentralized system-oriented
architecture (ADSOA), a novel architecture that takes as an analogy the survival
mechanisms of living organisms, as well as the backbone of the specialization of
functions through the genetic code that cells provide to a living thing, in order to
deal with constant requirements that exist under a high demand system that pro-
vides uninterrupted services. Thus, ADSOA becomes a solid bridge between
hitherto known architectures to business architectures that demand 24/7 services for
internal and external business partners.

12.1 Introduction

A Mission Critical System is a system that requires uninterrupted operability and
timely response in order to provide services to meet current business demands. The
lack of these characteristics can result in serious financial losses, damage to the
integrity of the enterprise and, in the worst-case scenario, loss of human life.

By the end of the twentieth century, our use of and dependency upon computer
systems had incremented to the point of propagating everywhere, from the most
complex banking systems or decision-making systems to the simplest like watches
or kitchen appliances. Since then, and because a wide variety of solutions are
available in the market, users’ experience has established a paradigm about how

1Central Bank Operating Systems Development Division, Central Bank of Mexico, Mexico



systems should respond to their daily challenges, not only in their web applications
but also in their electronic devices [1].

This idea has changed the way we should think and design our critical systems,
especially in hospitals and nuclear plants, because a failure in one of these systems
could have very serious consequences.

The problems previously mentioned make it necessary to conceptualize and
design new ways of facing them.

12.2 Autonomous decentralized systems requirements

Nature has always been a source of inspiration, and in this sense, we have taken the
autonomous decentralized system (ADS) systems as our primary idea and starting point
for the autonomous decentralized system-oriented architecture (ADSOA) concept.

Living matter and cells are concepts that come from biological sciences. Both
share the characteristic of metabolizing and self-perpetuating themselves. In a strict
sense, any being that includes these features in its organism is considered alive.

We can generalize the universe of living organisms and attach to them three
fundamental principles:

● All living organisms are made of one or more cells. Even the cell itself is a
living organism.

● Cells are the basic unit of structure and function in living things. They are able to
transmit information themselves by sending energy and matter through commu-
nication channels. One of the most important channels is the blood stream.

● Cells are created from existing cells. This last characteristic allows cells to
self-perpetuate and transmits knowledge about how to carry out their func-
tions, but still any cell will be unique and unrepeatable.

Figure 12.1 we relate the concepts of cell theory with an informatics system, which
in this case will be the functioning of a calculator.

At the beginning, we have an organism that carries out four functions: division,
addition, multiplication and subtraction. In step 2, we divide it into its individual
functions that together comprise the first seen organism. Once divided, they are
ready to be decentralized.

Following the diagram’s flow, step 3 shows that the individual operations need
to be multiplied. As a result of this stage, we obtain replicas of the same operation.
We need to follow a special replication algorithm depending on the critical level of
the functions, because it is possible that one operation is more important than the
others. Therefore, for the most critical operations we will have more replicas.

In step 4, the products of the multiplication are disaggregated into different
ecosystems that allow communication between them.

Then in step 5, the products in the same ecosystem and foreign ecosystems
communicate with each other using molecules sent through the bloodstream. In
terms of technology, we consider the bloodstream as the data field (DF) and the
molecules as the messages.

At this point, the whole system acquires a form equivalent to a living organism.
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Finally, we have to give some intelligence to cells, so they can self-control and
self-coordinate. It means that upon encountering a failure, cells that remain alive
must have the capacity to continue operating themselves.

The advantages of this architecture are varied. The most remarkable advantage
is that systems are able to distribute the load of operations into separate subsystems,
as well as monitor the flow of operations and status of each individual ‘‘cell.’’ Thus,
if a part of the system crashes, it could be repaired, starting from the moment that
the operation blacked out.

12.3 Service-oriented architecture requirements

Another modular technology that was used to build the concept paradigm of this
paper is that of a service-oriented architecture (SOA).

SOA is an architecture used to transmit information among decoupled systems
without the need to integrate them. This is possible because it uses standardized
means to transmit information using typical network protocols.
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Mission critical
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Molecule

ADS architecture
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(Bloodstream) Message molecule

-Content code communication
-Flows through the bloodstream
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communication
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Figure 12.1 Autonomous decentralized systems (concept and architecture)
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Systems included in SOA architecture could be upgraded and integrated to the
backbone of a company’s systems without stopping or damaging the current
operation required by online systems. In addition, the way that communication is
carried out after applying SOA standards to your infrastructure allows for auto-
matic managing of messages while transmitting information. In the end, these
services will be coded into the deoxyribonucleic acid (DNA) of our cells.

SOA is based on services. You can represent any system with these services.
A service is nothing more than a small program that, at the time of execution, is
loaded, executed and ultimately destroyed. This is the basic principle we are taking
in this analogy: the services are coded into the DNA of the cells. The objectives of
this technology are to make computing resources more efficient and to manage
online systems without having to stop the services of the system.

12.4 Concept and architecture based on biological analogy

This section of the paper will explain the concept and technologies of ADSOA,
merging both paradigms of ADS and SOA. Because of this, the concept of ADSOA
should not be explained as a computer system process, or merely a program, but a
mix of both concepts based on a biological reference.

12.4.1 Complex systems
The human body is a complex uber system made of macro subsystems, like the
cardiovascular, skeletal, muscular, nervous and endocrine systems. Likewise, these
systems are divided into organs that allow the macro subsystems to work in a
fine and perfect manner. At this point, it seems that we will get nothing more but, if
we look into the essential components that give the perfect cohesion to organs, we
will find cells [2].

Cells are little gears; without them the body would not be able to have diver-
sification. They give the properties to some specific parts of the body, and they
have an amazing communication system. Between them, they can notice if some-
one of kin is dying or is already dead. They can notice if the minimum number
necessary for a population of cells to survive had been reached. To summarize,
cells keep control of the unreliable resources.

Finally, what allows the whole body’s organs and subsystems to keep in
communication with each other is the blood stream, which carries information from
one system to another and nourishes the whole body with essential information that
will keep it synchronized.

Now that we have the background, it will be easier to understand the com-
plexity of ADSOA by setting a simple example: a calculator that provides basic
arithmetic operations.

Figure 12.2 shows an example of the human body represented as a calculator
system.

Calculators have four fundamental operations that are addition, multiplication,
subtraction and division. We can think of them as the macro subsystems that
make up the body. They could be divided into organs like subtraction organ,
multiplication organ and so on. Then we can also divide them and replicate the
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divided operations into micro parts like the cells do: addition cells, subtraction cells
and so on. We could set this individual group of cells into different servers, so now
they could be separated as the human body’s macro subsystems are.

Cells’ fundamental operations can communicate as the blood stream does, via
a socket from one server to another. The multiplied cells communicate between
them like a server communication, adapting them as a service.

Thus, we are able to communicate and share status data, allowing us to notice
if something goes wrong with an individual service, even if it is from a different
kind of operation.

Based on both SOA and ADS paradigms, ADSOA follows their fundamental
principles, which include fault tolerance, real-time and service-oriented computing.

ADSOA has uncountable applications in more than one working sector, but for
practical purposes, we limited this paper exclusively to Fintech opportunities. For
example, following Figure 12.3, you will find the flow of a company’s processes
and the philosophical application of ADSOA. For this standardized sector, we
always have the business as the first parameter to attend to the requirements of the
organization and implement the backbone of ADSOA in order to implement a
perfect integrator of decoupled systems, which is adequate to include more and
more systems in a scalable and safe way.

Once the process of the company is understood, the systems are divided into
their essential functions. They are transformed into services, and thereby all ser-
vices can be divided.

Before the division, every single part is multiplied into a number depending on
the performance analysis and hardware resources. At this point, we put the remains
of this treatment into different servers and we give them the name of entities, so
they can keep a standard of ADS.

Communication among entities must be established, so that they may transmit
information among each other.

At this point, we almost have completed the minimum requirements for
designing an ADSOA system, but we still need the backbone. The backbone in
SOA architectures is the enterprise service bus (ESB). An ESB is so important that
without it SOA does not exist.
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Molecule
(CC communication)

Group of cells
(entity)
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(subsystem)

Cell
(instance)

Figure 12.2 System biological analogy
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12.4.2 Cellular signalling (software-based DF)
The DF, as shown in Figure 12.4, is the core of the architecture, becoming the
communication deliverer and receiver; it works as the blood stream, nourished by
the information broadcasted from the services. The cells communicate with each
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other by sharing molecules through the blood stream. In our case, messages iden-
tified by the content code are delivered through the DF.

The DF is designed with a topology mesh of interconnected processes that bind
the communication between nodes, in such a way that when an entity requires
communication with another, it puts the message into a DF, and the DF takes care
of doing a multicast.

In logical design, there are three important entities. One of them is the com-
munication system or endocrine system as it is called for the cells, it is the
responsible of delivering the message to the cells that require it.

Another one is the cells monitoring also called thermoregulation, which allows
us to know the state of the communication channel. It allows us to see what size and
at what speed the messages are travelling.

Finally, we have the authentication system also called plasma membrane. This
is in charge of determining which cells can participate in this communication,
depending on the health of the cell. If it is damaged, the decision of repairing or
replacing it is taken instead of keeping tracking of the communication.

12.4.3 Cell-oriented design (autonomous processing entity)
The autonomous processing entity (APE), as shown in Figure 12.5, is the modular
entity of this whole infrastructure called ADSOA. When designing a system for a
specific business, a methodology of designing the individual pieces of the final
product is needed. Remember that the most complex part of any development is the
design process. This paper does not intend to state a preferred pattern design, but
rather the design and structure of ADSOA.

Here, in a logical way, the modules it contains are described. It is in charge of
processing the functionality that lives in the DNA.

The diagram on the left shows the cell, and to its right the APE. The cell
contains a module that allows communication with other cells. This module com-
municates through the DFs to the APE and sends messages through it.

The nucleus is in charge of processing service requests or functionality that this
cell has programmed in its DNA. It takes a request, executes the operation, sends
the message resulting from the operation and finally destroys the service.
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The cell also has a memory module where the state of the cell will persist
(long-term memory). Everything is stored on disc; there is nothing stored in
memory. This gives us certain benefits, such as reducing memory costs.

The cell also contains a module called autonomous behaviour that is in control
of its self-recovery. In the case of biological cells, this is known as cellular mitosis,
and it is in charge of generating another cell from itself.

Another subsystem of the cell is the internal communication. It supports
communication among the different modules inside the cells.

The sensory flagella are a system of sensors that exists within the cell and
allows observation of the behaviour of nearby cells to determine if those cells are
healthy or not. The sensors take decisions based on the status of nearby cells and
determine if they are to be cloned or not.

The foundations of ADSOA are based on the DF and the ADS’s and SOA’s
fundamental pieces.

12.5 ADSOA technologies

The best way to explain ADSOA is comparing the way it deals with fault tolerance
with the way the human brain does. The brain is the primary receiver, distributor and
coordinator of information in our bodies; it is the master control. Traumatic brain
injury may lead to damage, destruction or even loss of certain parts of the brain, but
fortunately the surviving parts can take over the missing functions. Remaining
stable neurons near the damaged areas learn the information the damaged neurons
had. Thus, the brain can resume its functions and preserve information.

Besides neurons, there are cells that make up the body organs. Through dif-
ferentiation, specialized types of cells are created and used in different parts of the
human body. The essence of the cell is that it can be replicated by mitosis, gen-
erating a new cell with the same characteristics of the first.

12.5.1 Fault tolerance
Cells communicate with each other. The messages that are transmitted among them
operate in the same way, because they perform the same function. Cells will process
the messages that are only of their kind. If a message becomes damaged or broken, it
will still be transmitted as healthy data. The DF will then make a trace so as to find the
point of origin of the problem and stop further generation of broken messages.

ADSOA retrieves information about the data status constantly. It has a DF
property with a unique identifier that verifies the integrity of the data and will
advise of data corruption.

When a message is damaged, the status of the inquiry will not match to the status
that the other cells received, and the flow for that operation will be rolled back in
order to find the turning point. Two scenarios are visualized at this point in order to
recover the data: keep the integrity, save the checkpoint and keep transmitting the
information between cells, or find the point before the data was corrupted and replace
it with the temporary data which was created during the session of the data.
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12.5.2 Self-recovery
Our body is able to recover from injury. When you exercise throughout your life,
your muscles acquire the necessary knowledge to increase in size quicker than those
persons whose muscles do not have that information, product of years of training.

What gives this ability to humans? The answer to that question is that the cells
of your body store information about actions you made in the past, and they are
able not only to reproduce by mitosis but also to transmit the information stored
inside their DNA to the newborn cell. Thus, the new cells know how to replay the
scenarios conducted by their predecessors.

Internal parts are discorporated from the global system, so the essential func-
tions or cells that conform the body can be visualized. Each cell is drawn in a
different colour, because they belong to different parts of the body. For example,
heart cells are not the same as lung cells or tooth cells. In the case of ADSOA
systems, the same principle applies. For example, bringing back the calculator
analogy, the addition operation is not the same as the multiplication and so on.

Finally, cells are multiplied and divided, but what happens if some of them fail?
ADSOA will fix the problem by tracing the route of the information to the point of
failure.

If a problem has no fix, the cell is destroyed, and healthy cells will recover the
missing one just like a living body works with its damaged parts.

12.5.3 Online services management
Our brain is capable of adding knowledge and learning about behaviour, experi-
ences or senses without stopping the operability of the body. Neurons are always
improving, creating binds to reach other neurons and hardening the old connec-
tions. They also are able to die during daily operation or improve while others are
dying. This is the skill that makes the brain the most important organ in our body.
We could live without a kidney, but not without a brain.

In the past, trying to upgrade, update or implement a new system meant a loss
of client service time in production environments, a loss of test time in pre-
production and error correction environments, or a loss of development time in a
development environment.

ADSOA allows a company’s systems to be updated, upgraded or re-implemented
during daily operation without stopping or affecting the productivity of any system that
is already online.

12.6 Summary

The constant changes inside the market are derived from the technological advan-
ces that have carried humankind to change paradigms with the same speed as the
technology changes.

If a company intends to prevail in a stable state in this globalized world,
adapting must be in a strict sense, natural, not only adaptation in the processes’
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maintenance during the daily operation inside the enterprise, but also adapting to
the clients’ demands.

ADSOA consists of a set of technologies proposed to adhere to the standards of
high availability, stability, scalability and speed of implementation. Its architecture
is based on cellular theory as a central idea and in the ADS and SOA fundamentals
as the backbone of the system.

Finally, ADSOA has been implemented in architecture of high availability sys-
tems, where data loss during the process of communication among applications results
in human losses, severe infrastructure catastrophes and extreme loss of money. Thus, a
company with an infrastructure of this magnitude must be able to face its internal and
external clients’ demands, as well as react with anticipation against the variables in the
globalized environment. Figure 12.6 shows the roadmap of ADSOA since its con-
ception in 2008 until now. During this period of time, more than 20 technologies have
been designed and implemented. In addition, three mission critical information
banking systems have been constructed and operated with ADSOA.

12.7 The future

In a not distant future, we will find ourselves in the era of the singularity or also
called the Internet of Information, where the technology will advance to such a
level that the ordinary businesses and tools as we know them will coexist in an
interconnected and completely decentralized way through billions of computers,
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smartphones and any other ‘smart’ devices that exist nowadays [3]. This paradigm
shift will allow that the quotidian and specialized tools can be accessible anywhere
and anytime in a trusted way.

When that time comes, technology will have such a high complexity that it will
become similar to a living organism, where each connected piece of hardware will
act as a node that will interact in the whole system as a cell within a big organism.
All these components will work steadily, with the goal of prevailing within the
body and reproducing when necessary.

Since its conception in 2008, ADSOA has been designed to work with critical
systems in the banking area. The main idea considered since the design of its
backbone always was to keep the systems operating as interconnected bodies and to
maintain the integrity of messages among its individual parts. In this sense, ADSOA
has become a key tool to accompany the evolution of technology to the horizon
predicted in this text. A conception of this world can be appreciated in Figure 12.7.
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Chapter 13

The role of blockchain in autonomous
distributed business services

Doug McDavid1

Abstract

This chapter discusses the form of autonomous decentralized software known as the
blockchain. It covers the original usage of blockchain distributed ledger technology, a
part of the Bitcoin cryptocurrency. It summarizes the functional software architecture
of blockchain that provides secure and uninterruptible service. It briefly discusses the
growth and proliferation of cryptocurrencies throughout the economy. The main focus
of the section is the application of blockchain technology beyond currencies, as a
disintermediating force in various industries, such as finance, healthcare, publishing,
and software, including the potential for widespread distributed, autonomous organi-
zations, based on smart contracts built on the blockchain technology.

While the technology is complicated and the word blockchain isn’t exactly
sonorous, the main idea is simple. Blockchains enable us to send money
directly and safely from me to you, without going through a bank, a credit
card company, or PayPal. Rather than the Internet of Information, it’s the
Internet of Value or of Money. It’s also a platform for everyone to know
what is true—at least with regard to structured recorded information [1].

13.1 A question to pursue

This section addresses a technological opportunity that has been emerging as
blockchain technology has gained prominence. We start by posing a preliminary
question for the reader, which will frame the rest of this section. Let’s start by
reviewing the autonomous decentralized system (ADS) point of view:

An autonomous decentralized system (or ADS) is a decentralized system
composed of modules or components that are designed to operate inde-
pendently but are capable of interacting with each other to meet the
overall goal of the system.
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‘Dynamic changes in social and economic situations demand next-generation trans-
port systems to be based on adaptive and reusable technologies and applications. Such
systems are expected to have the characteristics of living systems composed of largely
autonomous and decentralized components . . . ’ This situation drives the ADS
imperatives of ‘on-line expansion, on-line maintenance, and fault-tolerance [2].’

This design paradigm enables the system to continue to function in the event of
component failures. It also enables maintenance and repair to be carried out while
the system remains operational. ADSs have a number of applications including
industrial production lines, railway signalling, and robotics [3].

With the introduction of blockchain-based systems, the list of applications
grows to include banking, financial, legal, and various commercial and govern-
mental enterprises. Technologists and executives with an ADS mindset will find
new opportunities among socio-technological systems. However, these new
opportunities will inevitably be very complicated, quite malleable over the course
of doing business, and subject to the sophistication and nuance of human language.

ADS is applied to build systems that mimic living systems. The living-system
approach makes even more sense when it is applied to systems that support living
human organizations [4].

So here’s the promised question. The question is as follows: ‘If blockchain
experts wanted to listen and learn, what could ADS experts teach this new gen-
eration of technologists?’

The rest of this section will provide background for our question by describing
blockchain attributes, problem domains, economics, history of experience, and
foreseeable challenges.

13.2 Why this matters?

We continue to observe the rapid penetration of technologies and devices throughout
the built environment. No one knows better than the readers of this volume, how
much the physical infrastructure has been overlaid and interpenetrated by networks
of computing and communication.

At the same time, computing has advanced in areas such as natural language
processing, pattern matching, and deductive reasoning. This opens the path for
applications to penetrate deeper into the fabric of organizations, institutions, and
the professions. As Susskind suggests, it may turn out that ‘increasingly capable
machines will transform the work of professionals, giving rise to new ways of
sharing practical expertise in society. This . . . can be characterized in many ways:
as the industrialization and digitization of the professions; as the routinization and
commoditization of professional work; as the disintermediation and demystifica-
tion of professionals. Whatever terminology is preferred, we foresee that, in the
end, the traditional professions will be dismantled, leaving most (but not all) pro-
fessionals to be replaced by less expert people and high-performing systems’ [5].

From another angle, the future of the professions looks much like the vision of
the ‘enterprise of one’, each individual interoperating as an autonomous agent
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within a world of distributed work, that professional work includes problem sol-
ving, aesthetic enhancement, application of knowledge, etc. The positive view of
this evolution includes a race to the top because that’s where the most obvious
value gets created. In order to stay on the high road to greater value creation and
acknowledgement, a grand juncture is needed among service providers and service
consumers in a knowledge-based marketplace of problem-solving and fulfilment of
desires. These service providers are the very people who are redefining the nature
of work. Emerging technologies, such as artificial intelligence (AI) and natural
language processing, provide the capability for the negative and the positive sce-
narios of race to top or bottom.

SI Hayakawa taught the following premise, on which much of modern lin-
guistic thought is based: ‘No word ever has exactly the same meaning twice [6].’
This motto recognizes the importance of context in human interaction, and the level
of complexity this introduces into our communication webs. The domain of human
interaction is exactly where natural language words, legal and contractual terms,
value negotiations, and blockchain-based smart contracts exist.

ADS has long been involved in dealing with nuance and continua of meaning
and implications of variables that can be sensed. The deeper we get into domains of
human interaction, the more valuable and widespread the ability to handle nuance
and discontinuities will be.

13.3 What is blockchain?

It is in this context that a new, multipurpose technology known as the blockchain
has recently made an appearance. In the discussion that follows, you will see that
I’ve let the participants in this technology emergence largely speak for themselves.
My primary hope is to weave a somewhat coherent story!

The blockchain is basically a distributed database. Think of a giant, global
spreadsheet that runs on millions and millions of computers . . . It uses
state-of-the-art cryptography, so if we have a global, distributed database
that can record the fact that we’ve done this transaction . . . it [can also]
record any structured information, not just who paid whom but also who
married whom or who owns what land or what light bought power from
what power source . . . So this is an extraordinary thing – an immutable,
unhackable distributed database of digital assets. This is a platform for
truth and it’s a platform for trust [7].

This makes blockchain ‘a general ledger system that records transactions. You have
a recorded and accessible electronic record of every exchange made by everyone.
This can be used for any contractual exchange electronically [8].’

Blockchain is often equated with the term ‘distributed ledger technology’.
‘Although these terms are often used interchangeably, they are not strictly equal to
each other. A DLT can be defined as a replicated, shared, and synchronized data-
base. A blockchain shares these characteristics but also introduces unchangeable,
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digitally recorded and signed data in separate . . . blocks. Blocks are stored in an
append-only chain, and each block is linked to a previous block through a crypto-
graphic signature called a hash’ [9].

The following specification appears in the original Satoshi Nakamoto paper on
Bitcoin as an electronic cash system. This provides an excellent description of the
blockchain mechanism (without mentioning the word ‘blockchain’): ‘The solution
we propose begins with a timestamp server. A timestamp server works by taking a
hash of a block of items to be timestamped and widely publishing the hash, such as
in a newspaper or Usenet post. The timestamp proves that the data must have
existed at the time, obviously, in order to get into the hash. Each timestamp
includes the previous timestamp in its hash, forming a chain, with each additional
timestamp reinforcing the ones before it’ [10].

13.4 Problems addressed by blockchain technology

That specification formed original implementation of blockchain as part of the
architecture of Bitcoin, the cryptocurrency. In the original Bitcoin paper, Satoshi
Nakamoto proposed a solution to a problem that had plagued all previous attempts
to create a viable form of electronic ‘cash’—the possibility of spending the same
‘coin’ or token more than once—the famous double spend problem. ‘Commerce on
the Internet has come to rely almost exclusively on financial institutions serving as
trusted third parties to process electronic payments. While the system works well
enough for most transactions, it still suffers from the inherent weaknesses of the
trust based model . . . What is needed is an electronic payment system based on
cryptographic proof instead of trust, allowing any two willing parties to transact
directly with each other without the need for a trusted third party’ [11].

The solution to the double spend problem requires the ability to guard against
tampering with the historical ledger of transactions. In other words, to spend some
amount of currency, and still appear to own it, one must alter the historical record
of it already being spent. ‘In this paper, we propose a solution to the double-
spending problem using a peer-to-peer distributed timestamp server to generate
computational proof of the chronological order of transactions. The system is
secure as long as honest nodes collectively control more CPU power than any
cooperating group of attacker nodes [11]’.

Another problem addressed by the blockchain technology consists of need to
defend against a variety of security breaches and attacks, including denial of ser-
vice attacks, 51% attack, nothing-at-stake attack, long-range attack, bribery attack,
etc. [12]. The emphasis on defence against attacks is understandable, given that
blockchain as quickly been adapted to the general problem of validating interests
(ownership) of items of value. The ownership of conspicuous levels of value tends
to attract nefarious motivations.

One key theme that runs through blockchain discussions is the issue of trust
and the social infrastructure that supports the institution of the trusted ‘third party’.
Blockchain provides an approach to putting technology in the place of trusted
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individuals and institutions. However, ‘‘‘trustless’’ is largely a misnomer – and too
much of it is not necessarily a good thing. Even the most ardent advocate of
Bitcoin, the most prominent ‘‘trustless’’ network, will extend trust regularly to a
certain extent, whether to the banks and payment processors which process their
fiat currency transactions when they purchase Bitcoin, to the manufacturers of their
computers and operating systems on which they run the Bitcoin client, and to the
Bitcoin Core developers themselves . . . It is not as if trustworthiness is a new
problem. Entire industries have been developed to handle the boundaries and rules
of various points along the trust-to-trustlessness spectrum – not the least of which is
the legal system, which operates as a potent safeguard for consumers and com-
mercial entities alike [13].’

13.5 Implementations of blockchain

There are three areas where both blockchain networks and blockchain
clients stand out:

● Blockchain clients and networks validate everything (great for compliance
and auditors; not so great for fraudsters).

● Blockchain clients are highly independent (and thereby fault tolerant).
● Blockchain clients and networks are automated [14].

Most modern databases store the world state of the data and keep the logs of
transactions with the database as a separate ‘thing’. Blockchain clients, on the other
hand, build the world state of the data from the blocks of authenticated transactions
that are ‘chained’ together over time. Thus, it is always immediately possible to tell
if something is valid, as it must have come from a valid history, and everyone
agrees completely on the sequence of valid history [14].

At the time of writing, blockchain implementations are evolving rapidly. Sin-
gle monolithic ‘blockchain’ technologies are being reframed and refactored into
building blocks at four levels of the stack [15]:

1. Applications;
2. Decentralized computing platforms (‘blockchain platforms’);
3. Decentralized processing (‘smart contracts’) and decentralized storage (file

systems, databases), and decentralized communication; and
4. Cryptographic primitives, consensus protocols, and other algorithms.

13.6 Classifications of blockchain implementations

Blockchain has evolved to the level of maturity that certain key defining character-
istics differentiate variant forms of blockchain implementation. For example, Monax.
io (formerly Eris Industries) provides two useful classifications in terms of what they
refer to as the ‘permissioned spectrum’ and the ‘optimization spectrum’ [16].
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The permissioned spectrum provides two options:

● On the one hand, we have access to the technology of permissioned blockchain
networks. These networks are based on nodes that can be made fully public
or use whitelisting for control. These nodes will reject blocks from not-
whitelisted nodes. Permissioned blockchain networks only deal with the
functionality required for that particular network rather than all larger, unper-
missioned networks.

● On the other hand, we have unpermissioned blockchain networks. These net-
works carry forward the original Bitcoin idea of an open network that accepts
anyone who can plug a computer into the internet. ‘These open blockchain
networks lack an access control layer and as such handle anti-spam and con-
sensus via purely economic mechanisms . . . These blockchain networks are
the best solution for censorship resistance . . . They also have public govern-
ance mechanisms, and have been designed to provide the data management
backbone for a variety of applications. That means that they were probably not
well suited for any one type of application. Depending on what application one
is seeking to build this may be a benefit or a detriment.’1

The optimization spectrum recognizes more of a continuum than the binary choice
of permissioning. The optimization spectrum runs from systems that optimize logic
toward ones that optimize transactions:

● Blockchain clients on the logic-optimization end of the scale focus on ver-
ifiably tracking title transfers in a distributed environment. They emphasize
property transfer mechanisms, clearing and settlement, and provenance vali-
dation. These property audit blockchain clients often do ‘provide some limited
logic capabilities (Bitcoin’s reference client, famously, has its multi-signature
capacity which operates in a similar area of logic). However, they have been
optimized to track movement of title over ‘‘property’’ from one node on the
network to another’.

1There is a major and originally unanticipated consequence of the popularity of Bitcoin, coupled with
the computational intensity of the permissionless protocol. ‘‘According to VICE Motherboard, in June
2015, ‘‘One Bitcoin transaction required the same amount of electricity as powering 1.57 American
households for one day, of which the average sized home is approximately 2700 square feet. To give
some global context, 1.57 American homes roughly equals 20 Hong Kong homes or 11 mainland China
homes. As the Bitcoin network grows so does electricity demand and today the average Bitcoin trans-
action costs as much as powering 3.67 average American homes for one day, or 46.75 Hong Kong homes
and 25.7 mainland China homes, respectively. In June 2015, the Bitcoin network was consuming enough
energy to power 173,000 American homes and today that figure has grown to 1,018,762 which repre-
sents a �6� increase. If we assume it’s still early days of this ecosystem where Bitcoin can process
seven transactions per second, then just how energy efficient and sustainable will it be as we begin to
imagine scaling out Bitcoin so transactional throughput and volume can compete with the likes of VISA
and its 24,000 transactions per second?
‘‘To give some more comparative context with respect to the electricity cost of Bitcoin, CERN uses
1.3 terawatt hours of electricity annually to power the Hadron Collider particle accelerator versus the
11 terawatt hours (and rapidly growing) of electricity annually that Bitcoin consumes.’’ —http://blockgeeks.
com/bitcoins-energy-consumption/
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● Blockchain clients on the other end of the scale ‘give application developers a
clear and efficient way to verifiably track business and governance process
logic in a distributed environment. They are a good fit for application devel-
opers seeking to build complicated business process automation applications’.

13.7 Validation and consensus options

Another very fundamental architectural split in the blockchain world is unfolding at
the time of writing. This other dimension refers to the difference between block-
chain systems that provide different consensus and validation mechanisms.

● A proof-of-work (POW) validation protocol that uses an economic measure to
deter denial-of-service attacks and service abuses on a network by requiring
some work from the service requester. A POW protocol can be compared to a
puzzle. A puzzle must be moderately hard to solve (but feasible) on the
requester’s side but easy to check for the service provider. ‘‘Easy’’ in this sense
means with a small amount of computation; ‘‘hard’’ means with a lot of com-
putation power required. One of the first uses of the POW protocol was to stop
spam in mailboxes. In this situation, a sender of a message would have to
complete a proof of work in order for a server receiving the message to accept it’.

● A proof of stake (POS) protocol, on the other hand, ‘is a consensus algorithm
for public blockchains that is intended to serve as an alternative to proof of
work. While the POW method asks users to repeatedly run hashing algorithms
(solving puzzles) to validate electronic transactions, POS asks users to prove
ownership of a certain number of assets (their ‘‘stake’’ in the assets), which are
exchanged in a network (kind of currency). Some public blockchain based
applications use a hybrid approach for distributed consensus by combining
POW and POS elements’.

● A third consensus mechanism is provided by practical byzantine fault tolerance
(PBFT) and ‘is used widely in private blockchain implementations. Unlike
POS, trust is entirely decoupled from resource ownership. Each participant in a
network publishes a public key. A message coming through the node is signed
by the node to verify its format. Once enough identical responses are received,
then a consensus is reached that the message is a valid transaction. PBFT is
devised for low-latency storage systems. This mechanism is applicable to
digital asset based platforms that do not require a large amount of throughput,
yet demand many transactions. Consensus can be reached rapidly and effi-
ciently’ [17].

13.8 Blockchain and environs

The architecture of the blockchain and related functionality requires and provides a
set of capabilities that can be incorporated into the architectures of virtually any
kind of enterprise.
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In one way or another, a functioning blockchain system needs to be able to
sense the environmental and marketplace state of affairs, as well as relevant events,
initiated by known or unknown parties. Any blockchain system needs to be able to
sense the environmental or marketplace state of affairs, as well as relevant events
initiated by known or unknown parties.

When these parties need to be known for the system to work, identifiers allow
the system to record and retrieve access and transaction permissions.

Certain relevant aspects of events (such as a payment) are recorded and loaded
into a variable payload, and a hash is made for the record. This hash plays the role
of an immutable index link to that record.

A block for a chain concatenates some number of records, and a hash is also
generated for each block. The chain itself is maintained by chaining the blocks,
each block containing the hash of the previous one.

A potentially very large number of nodes in the network must be spent what-
ever time it takes to periodically (continuously) catch up with the full history for
that chain, sometimes by recapitulating all the way back to the so-called genesis
node at the start of the chain.

Certain relevant aspects of events (such as a payment) are recorded and loaded
into a variable payload, and a hash is made for the record. The payload for a record
may include any form of data, smart contract provisions.

The payload for a record may itself include actionable data, or it may point to
some off-chain data store, where details of the recorded state of affairs stored for
full access (like a patent, book, or provisions of smart contracts) are recorded.

Sometimes, the system needs to identify participating parties. A white list of
known and vetted participants allows the system to record and retrieve access to
transaction permissions.

Various smart contracts may be fulfilled by people or by things. If the latter,
we are into a powerful form of the Internet of Things (IoT).

Smart contracts influence the state of affairs as they are fulfilled by people or
by the IoT. A feedback loop is set up to:

● guide behavior;
● activate a stream of behavior that impacts the state of affairs; and
● sense, evaluate, and record the results on the blockchain.

A key point is the feedback loop that is set up to activate and then evaluate some
stream of behaviour, being directed by smart contracts and recorded on the
blockchain.

Tokens accumulated through blockchain activity are assigned to wallets. This
currency can be spent on goods and services. Currencies can also be traded for
other cryptocurrencies and moneys, such as national fiat money.
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A fundamental purpose of blockchain is to provide a distributed ledger.
Queries to the ledger are designed to validate claims of purported stakeholders, as
illustrated by the following simulated dialogs:

● ‘My contract should say I made the following contribution’.
● ‘Yes sir, we see that contribution on March 20, 2017’.
or
● ‘No, there’s no evidence of that claim. Sorry sir’.

13.9 Problem domains

Application of blockchain technology can exert a disintermediating force in various
industries and situations. Melanie Swan writes, ‘Bitcoin is just one example of
something that uses a blockchain. Cryptocurrencies are just one example of decen-
tralized technologies. And now that the Internet is big enough and diverse enough,
I think we will see different flavours of decentralized technologies and blockchains.
I think decentralized networks will be the next huge wave in technology.
The blockchain allows our smart devices to speak to each other better and faster’ [18].

Domains and industries where we might expect to find smart contract use cases
include digital identity, records, securities, trade finance, derivatives, financial data
recording, mortgage, land title recording, supply chain, auto insurance, clinical
trials cancer research, and many others [19].

It’s not too surprising that interest has been steadily growing in the application
of blockchain technology in banking and other financial institutions. Some of the
most well-known financial institutions are getting on board the blockchain band-
wagon including BNP Paribas, Société Générale (SocGen), Citi Ban, UBS, and
Barclays [20].

The Bank of England (BoE) received a flood of publicity recently with a study
of the feasibility of the bank issuing a cryptocurrency of its own. Such a currency
might be called, as BoE does, a Central Bank Issued Digital Currency (CBDC). The
bank addressed the fact that ‘the technology already exists but this (central bank
issuance) has never been done. It should be more surprising that more central banks
are not considering the same. The rise of private digital currencies has already
pulled a certain amount of transactions outside the purview of state banks. The BoE
document reviews both the pros and cons of a CBDC reviewing structural issues,
price, output stability, and financial stability [21]’.

In fields outside of banking, a few illustrative examples of possible smart
contracts include the following:

● Insurance contracts, in which the parameters of an insurance policy are written
into smart-contract code and enforced automatically;
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● Escrow, in which a smart contract protocol sequesters messages or funds held
on a distributed ledger until the occurrence of some event when the smart
contract automatically performs or instigates a stated contractual action; and

● Royalty distribution to artists and other associated individuals.

13.10 Distributed autonomous organizations

This brief survey of blockchain technology would not be complete without a
brief mention of the idea of a distributed autonomous organization (DAO). The
basic idea is to build entire business models based primarily on blockchain
capabilities.

This idea played out in a very public initiative simply called ‘The DAO’, a
decentralized investment fund, based on the Ethereum version of cryptocurrency,
blockchain, and smart contracts. The DAO constituted a complete enterprise
implemented in smart contracts. In order to fund this idea, crowdfunding raised
the equivalent of $130M—the largest crowdfunding effort in history, at that point.

The DAO is the first iteration on the Ethereum network of an idea that has been
floating around the cryptocurrency space for a few years now, which is that you
could take all the functions of an investment vehicle—fund storage, project vetting
and approval, fund disbursement, and profit allocation—and handle it on a block-
chain, thereby creating what is effectively a corporation without jurisdictional
anchors. Equally attractive to some is the fact that a blockchain-enabled organi-
zation is completely transparent and does not rely on a managerial class with high
salaries to complete its functions. Everything is done by the code, which anyone
can see and audit. What investors who jump on board do rely on, however, is the
expertise of the people who write and audit the code. They have to trust not only
that the software is secured but also that the governance models work the way they
are intended [22].

The DAO project allowed people to pool their funds and then vote on decisions
on what the fund would invest in. Shortly after the initial funds were raised, how-
ever, the fund was attacked, and about $50M was drained into the account owned
by the attacker before the process was stopped. In spite of disclaimers that the code
running the DAO was the final authority, Ethereum ultimately underwent a ‘hard
fork’, which resulted in further confusion and unexpected consequences.

13.11 The state of play

The world of blockchain started out as a kind of libertarian model of distributed
disintermediated finance and commerce. This started out as the exclusive play-
ground of hackers and coders. To a large extent, this is still true for this emerging
technology development. On the other hand, this scene is attracting some very big
and serious players, as we’ve seen from the involvement of, for instance, the BoE,
among others.
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IBM has been developing their ‘Hyperledger’ project, and Microsoft has
released an Ethereum-based product called ‘Blockchain as a Service’ under their
Azure Cloud offering. Slock.it has made progress in the effort to combine block-
chain with the IoT. Eris Industries (renamed Monax.io) has taken a position as
experts in Ethereum-based smart contracts. New business and initiatives are
appearing almost every day.

An unmistakable sign of the times and trends has recently been signalled by
patent activity in the blockchain space. ‘Recently, some of the biggest names in
business, from Goldman Sachs to Bank of America and MasterCard, have quietly
patented some of the most promising blockchain technologies for themselves.
Through mid-November, the number of patents that companies have obtained or
said they have applied for has roughly doubled since the start of the year, according
to law firm Reed Smith [23]’.

13.12 Conclusion

The question that was proposed at the outset reads ‘If blockchain experts wanted to
listen and learn, what could ADS experts teach this new generation of technolo-
gists?’ This question, of course, needs to be answered by ADS experts themselves,
as well as by the blockchain experts who may benefit from ADS experience and
expertise.

From the perspective of the enterprise, opportunities to apply the blockchain-
based smart contract approach can appear bewilderingly numerous and complex.
Every interaction that an enterprise pursues in the course of business can be subject
to some level of smart contract guidance and control. Every enterprise has rela-
tionships in four dimensions: demand (customers, etc.), suppliers of all types,
reward (sources of funding and revenue), and control (regulators, media, and the
public) [24]. These billions of interorganizational relationships all provide oppor-
tunities for improvement with smarter technology.

In ‘the DAO’, we see a very direct attempt to interface code to culture—to
literally create an enterprise that itself entirely consists of code, and the human
participants who hope to manipulate and benefit from the capabilities of that code.
This may seem extreme, and of course, it is an example of technology in the hands
of aficionados. Lessons learned from such early promoters may be able to carry the
technology forward to the next wave of adopters. It’s inevitable that there will be
many hybrids of human and code-based DAOs.

In financial, commercial, and governmental enterprises system, faults imply
breach of contracts, with often rippling consequences. Expansion and maintenance
(E&M) of these organizational systems can be directed by smart contracts running
on blockchains.

The smart contract will not replace financial experts, although integrated with
predictive analytics will provide powerful services. The best bankers will be the
ones who become the best smart contract users.
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The smart contract will not replace lawyers, although couple with machine-
learning formidable tools will emerge. The best lawyers will be the ones who
become the best smart contract users.

This phenomenon, replicated across entire professions, will unleash a torrent of
value-creation opportunities for those who become cognizant of how to harness
these developments as they roll out.

I’d like to end with a statement I made several years ago, which has since
gained in wider relevance beyond the original context of a discussion about systems
engineering for autonomous weapons systems: ‘When technology is increasingly
inserted into the fabric of our lives, there is an accountability that includes both the
creator and the installer of the technology. This linkage is not always understood
as an explicit responsibility, and is a dangerous point of potential abdication of
responsibility. Clarifying and making explicit the accountabilities, which are
evolving at the combined rate of evolution of technology and prevailing social
preferences, falls into the domain of the systems engineer. . . . [who] must develop
the methods and tools to keep increasingly autonomous and complex techno-
institutional systems within acceptable envelopes of determinism. This [requires]
. . . aligning the desires of participants and beneficiaries with institutional as well
as technological architectures’ [25].
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Chapter 14

Change and expansion of business structure
using ADS concept in railway market

Yuichi Yagawa1, Hiromitsu Kato1,
Shuichiro Sakikawa1, and Gaku Suzuki2

Abstract

Due to global changes in social structure, the needs for social infrastructure are
diversified and continually changing over time. To capture the structural changes in
the market and to sustainably and continuously improve the quality of life of users,
innovative manufacturing is required to flexibly and incrementally innovate their
business in finance, organizations, technology, and operations. In this chapter,
we explain our incremental expansion of social infrastructure business to the UK
railway market using the autonomous decentralized system concept.

14.1 Changes in value structure

14.1.1 Changes in value structure for railway infrastructure
Social structure is globally changing. In the developed countries, social infra-
structures, like railways which are part of a country’s urbanization process, are now
becoming too old. Furthermore, the growth of industrial competitiveness has stunted.
In contrast, in the developing countries, construction of social infrastructures is
increasing rapidly as urbanization advances.

Changes in social structure lead to changes in value structure. To create a
sustainable society, it is expected that services in the developed countries bring
about not only simple replace of aging infrastructures but also new added value.
For example, the UK Class 395 high-speed rolling stock, launched in December
2009, shortened the required time between Ashford and London from 83 to 37 min
and added value to society by improving the quality of life (QoL) of users. In the
developing countries, on the other hand, changes which stimulate economic growth
are occurring. In these countries, domestic demand for social infrastructures is
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2Yashima & Co., Ltd., Japan



rising rapidly as urbanization increases. Triggered by these changes, cultivation of
a domestic industry, active development of technology, and low-cost construction
of infrastructures are starting.

For global deployment of social infrastructures that capture these value structural
changes, it is important to establish a business scheme that matches the business
structure of the market. In the developed countries, manufacturers are required to
collaborate with companies in other fields for operations, maintenance, and finance as
well as manufacturing. On the other hand, it is necessary for the developing countries
to plan for local businesses and support a local consumption society by actively using
external consulting companies or starting their own consulting business.

14.1.2 ADS business architecture
The needs for social infrastructure are diversified globally and are continually
changing over time. To capture these structural changes in the market and sustain
improvements to users’ QoL, manufacturers will need to flexibly and incrementally
innovate their business into a single company that includes finance, organizations,
technology, and operations. Figure 14.1 shows a business architecture based on an
autonomous decentralized system (ADS) concept. A prevalent business archi-
tecture has a structure in which a value chain connects each pair of companies, and
a maximization of business value is reached by optimizing each process. For
example, in the UK railway business, railway facility management, train operation,
and rolling stock management companies have value chains which connect another
company. In contrast, the ADS business structure connects those companies
through a value network and optimizes the entire value chain.

To optimize the entire value network, manufacturers are required to manu-
facture the product to get maximum operation value on top of the typical approach of
finding value in pursuing product performance. In addition, the operator is required
to realize the operations for getting the maximum service value. The ADS business

Conventional business architecture Proposed business architecture

1:1 Static value chain N:M dynamic value chains
Optimize individual business processes Optimize entire value chain
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Figure 14.1 Conceptual scheme of ADS business architecture
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architecture enables manufacturers and operators to reconstruct a value network
regardless of its conventional business field. Furthermore, connecting between
companies or manufacturers and operators indirectly, this architecture has the flex-
ibility to enter a business or withdraw from it. To deploy a social infrastructure
business, it is necessary to promote incremental business development, which adopts
a business entity as a structural unit and completes optimization in correspondence to
mutual business needs with a symbiotic relationship between existing companies.

In this chapter, a business transformation from manufacturer to maintenance
operator, and finance entities based on an ADS business architecture is described with
Hitachi’s experience in expanding its business to the UK railway market as an example.
In Chapter 2, a business development approach as a rolling-stock manufacturer based
on a conventional business architecture is introduced. In Chapters 3 and 4, a business
development approach based on the ADS business architecture is shown. Chapter 3 is
devoted to describing the transformation from rolling-stock manufacturer to main-
tenance operator. Transformation to a finance-business entity and the reconstruction of
a value network caused by establishing a new business entity are described in Chapter 4.

14.2 Efforts for global expansion

14.2.1 Features of railway market in the United Kingdom
After the privatization of national railway in United Kingdom in 1993, the railway
market there had adopted a ‘‘vertical separation’’ structure in which operation was
collectively managed by multiple train-operating companies (TOCs) and railway
facilities throughout the country by the network rail. The basic structure of the UK
railway market after 1993 is shown in Figure 14.2. TOCs were granted franchise
authority for 7–10 years by the UK Department for Transport (DfT) and operated in
about 25 business zones of each line. Since the franchise period was short, it was
difficult for TOCs to make large-scale investment in assets like rolling stock. Under
those circumstances, the rolling stock was sold to three bank-system rolling-stock
leasing companies (ROSCOs), and TOCs leased the rolling stock from these
ROSCOs. If the performance of the rolling stock did not meet the agreed standard,
the TOCs imposed a penalty on the ROSCOs. Since the ROSCOs did not have their
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Train-operating companies (TOCs)
Train-operation authority (7–10 years)

Basic scheme
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TOC: Train-operating company
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20-year-lease government guarantee
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Figure 14.2 Railway market structure in the United Kingdom
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own technology, they could not judge whether the unsatisfactory performance was
caused by the rolling stock itself or by inadequate maintenance. Therefore, rolling-
stock manufacturers were required to not only deliver the rolling stock to customers
but also provide a rolling-stock maintenance package to guarantee its reliability
over its entire lifetime.

14.2.2 Expansion approach for entering the UK railway market
Since the privatization of the UK railway, a number of serious accidents occurred.
For example, there was a head-on train collision at Ladbroke Grove in 1999, and a
train derailment at Hatfield in 2000. A chronic lack of investment in the railways
was determined as the reason for these accidents. To solve this problem, the DfT
led a revitalization plan for UK railways, and the high reliability and safety of
Japanese railways was attracting attention.

At the same time, in an effort to avoid oversaturation of the domestic railway
market, Hitachi planned to expand into foreign markets to sustain the development of
its railway business [1]. To ensure their railway business expansion overseas, Hitachi
hypothesized that if it could offer a rolling-stock punctuality rate of 99%, then it would
be considered more than reliable enough compared to that of the UK railway.

Furthermore, Hitachi focused on the facts that, the United Kingdom is the
birthplace of the train and was drawing global attention, and it still had a relatively
open market because it was not fully controlled by a ‘‘BIG 3’’ rolling-stock man-
ufacturing oligopoly, and there was no rolling-stock manufacturer in the country. In
addition, criticism regarding low quality and late delivery from European rolling-
stock manufacturers was increasing. Taking these facts into account, Hitachi
decided to enter the UK market and started their business there by dispatching
representatives specialized in railways. Figure 14.3 shows Hitachi’s approach for
entering the UK railway market.

Background

Suppositions

Challenge

1. Since privatization of British Rail, many serious accidents occurred.
Example: In 1999, a head-on train collision occurred at Ladbroke Grove.

In 2000, a train was derailed at Hatfield.

In 1999, representatives of Hitachi were dispatched to the United Kingdom and started work.

If the reliability of trains in Japan (over 99%) is considered, in comparison with the reliability of trains in
the United Kingdom, it is more than enough.

→Problems concerning a chronic lack of investment in railways became clear.
2. Railway revitalization plan started under authority of the United Kingdom Department for Transport.
    →Mechanisms were studied in consideration of the high reliability and safety achieved by Japan’s
railway system.

Figure 14.3 Approach for entering the UK market
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14.2.3 Initial obstacles in the UK railway market
Upon deciding to enter the UK railway market, Hitachi had to overcome a number
of successive failures in 2001 and 2002. The following five points were learnt from
these failures.

1. Although Hitachi was recognized as a manufacturer of home appliances,
almost no one recognized them as a railway manufacturer. Therefore, it was
necessary to establish a ‘‘brand profile’’ in the railway business.

2. It was necessary to prove that participation in bidding was not superficial, and
that Hitachi was prepared to take root in the UK railway market.

3. Although the excellence of Japanese railways was well known in the United
Kingdom, their ability to exhibit the same performance as in Japan on the UK
aging infrastructures was not believed. Therefore, it was necessary to remove
the ‘‘paper train’’ prejudice that had formed about Hitachi’s rolling stock.

4. Two questions needed to be addressed: ‘‘Does Hitachi have products adaptable to
the UK railway business?’’ and ‘‘Does Hitachi have the know-how for railway
maintenance?’’

5. As Hitachi was new to the railway business in the United Kingdom, it was
necessary to hire experienced local staff who could lead business development
to satisfy various stakeholders appropriately in the United Kingdom.

To establish its brand, Hitachi actively held various seminars and participated in
authoritative conferences in Europe. They also promoted Japanese business style by
emphasizing the high quality and safety of their products. Furthermore, to
demonstrate their quality, Hitachi loaded a whole set of main-circuit equipment to
the existing UK rolling stock and ran a trial all over the United Kingdom on the
rolling stock with a perfect driving record. Local staff, alongside the Japanese staff,
was assigned to appropriate activities for the development of the business that
would satisfy various stakeholders. Moreover, a framework for establishing railway
maintenance know-how was developed with the aid of a railway company in Japan.

14.3 Expansion to railway maintenance business

14.3.1 Overview of the Class 395 project
In 2003, Hitachi submitted a proposal to receive orders for the Class 395 rolling
stock. They got priority negotiating rights in 2004 even though Siemens and
Alstom were also bidding at the same time. In 2005, a contract for the Class 395
was formally signed. Customers of this contract were rolling-stock management
companies. The contract covered 29 Class 395 train sets (including 174 cars) and
rolling-stock maintenance service for a maximum of 35 years.

The planned Class 395 route was a new line from Ashford to London (St. Pancras
Station). Based on a new concept, the Class 395 was manufactured to run on both new
high speed and existing lines while shortening the required time between London and
Paris by 40 min. This improved train service for residents in commuter towns in Kent
situated along the new line. Furthermore, Hitachi opened a rolling-stock maintenance
depot in Ashford. Figure 14.4 shows the overview of this Class 395 project.
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14.3.2 Evaluation of rolling-stock maintenance business
To gain trust in the UK market, Hitachi had to ensure deadlines which were strictly
met. In June 2009, Hitachi met their delivery deadline 6 months earlier than con-
tracted. This achievement was significant because the ‘Preview Service’ was merely
served, and delayed delivery was normalized in the United Kingdom. In addition,
results of questionnaires showed that the majority of customers were satisfied with
the Japanese quality. After the London Olympics in 2012, Hitachi received high
evaluation for an accident-free operation of the rolling stock as an express shuttle,
connecting central London with the Olympic venue, transporting a multitude of
people including staff and visitors from all over the world. Furthermore, in
December 2009 and December 2010, Hitachi also received high evaluation for
successfully operating the Class 395, while most of the other railways, including the
Eurostar, were suspended due to record snowfall. Moreover, in February 2011, the
Class 395 achieved the highest monthly reliability of all types of trains in the United
Kingdom for attaining the longest distance travelled with no accidents: 160,000 mi.

By demonstrating what Japanese quality means with the rolling stock and
maintenance service, Hitachi established itself as worthy in the market and trans-
formed to a business entity including manufacturing, delivering, and maintaining
rolling stock.

14.4 Expansion to finance business

14.4.1 Overview of the IEP project
The Intercity Express Programme (IEP) was a project led by the DfT to replace the
rolling stock of high-speed trains manufactured 30 and more years ago. Targeted
regions were the Great Western Main Line and East Coast Main Line, both
of which include electrified and non-electrified sections. In these lines, Hitachi’s
‘‘Bi-Mode’’ technology, which combines motor and diesel-engine driving systems,
was effective. After an official review, in June 2008, a proposal was submitted for
the largest scale procurement project in the world (estimated at 1 trillion yen).

Figure 14.4 Overview of Class 395 project
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The crucial difference between this project and the Class 395 project was that
the public–private partnership (PPP) scheme was adopted as the business model on
top of its larger scale. Because of a lack of motivation in ROSCOs to replace the aged
rolling stock and adopt this method, the idea was to introduce a competitive element.
In this method, a special purpose company for leasing was organized mainly by
rolling-stock manufacturers. The special purpose company, which granted business
rights from the DfT for rolling-stock leasing services, provides maintained rolling
stock to TOCs every day for a 27.5-year period. The scope of Hitachi’s business
covered the following four areas: leasing of rolling-stock through investment in the
special purpose company, manufacturing of rolling stock, constructing of main-
tenance depots for the rolling stock, and maintaining of the rolling stock.

14.4.2 Application of PPP scheme
Hitachi established a joint venture leasing company, called Agility Trains, as a
special purpose company with John Laing, a general UK contractor. Agility Trains
gets financial collaboration from Hitachi, John Laing Ltd. and bank lending group
and runs rolling-stock lease business for train operation companies (Figure 14.5).
This business scheme was designed by the DfT. To run the rolling-stock leasing
business, Hitachi had about 30-year operational guarantee from its investment in
Agility Trains (authority granted by the DfT). It also had further financial support
from the various financial institutions previously mentioned. For the rolling-stock
manufacturing business, Hitachi manufactured 369 cars for the Great Western
main line launched in 2017, and 497 cars will be manufactured for the East Coast
main line to be launched in 2018. The Bi-Mode train type for direct services
between electrified and non-electrified sections and dedicated electric-car types in
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Figure 14.5 Overview of PPP business scheme
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electrified sections will be introduced. Regarding rolling-stock maintenance,
Hitachi constructed and will continue to maintain operations in four depots for the
Great Western main line and nine depots for the East Coast main line, respectively.

14.4.3 Business expansion in the United Kingdom
Hitachi implemented a gradual business expansion using a PPP scheme as a foreign
manufacturer of rolling stock. One way this was accomplished was through loca-
lization of maintenance technology. By training local maintenance staff at rolling-
stock maintenance depots in the United Kingdom, manufacturing technology was
localized, which also created local jobs through the construction of a rolling stock-
manufacturing facility (in Newton Aycliffe). Manufacturing high-performance
rolling stock locally, instead of manufacturing in Japan and exporting it, allowed
for higher quality maintenance services on site. This presented a significant
advancement of Japanese business infrastructure development abroad. Addition-
ally, this scheme, where Hitachi not only sells rolling stock as the manufacturer but
also is financed by Japan and the United Kingdom with leasing rights TOCs, had
not been done before. Furthermore, transforming our business into the field of
operations through yearly rolling-stock maintenance was one of the most innova-
tive efforts Hitachi had made so far.

14.5 Summary and future developments

To sustain the growth of our business in a globally diverse railway infrastructure,
and where social and value structures are rapidly changing, it was necessary to
innovate in finance, organization, technology, and management as a single com-
pany by keeping up with the structural changes in the market. To expand its busi-
ness to the global railway market, Hitachi gradually transformed their business
from just rolling-stock manufacturing to maintaining and financing based on the
ADS business architecture and achieved the following:

1. Acquired understanding that a more UK-based business approach was neces-
sary to enter the UK railway market not just as a rolling-stock manufacturer but
also by offering highly qualified technology as a product.

2. Secured contracts for the Class 395 in which manufacturing and maintenance
services were included. Hitachi further proved its product reliability and
quality. Additionally, we established a maintenance system through the depot
construction in Ashford and met local needs by halving required time as a way
of improving QoL.

3. Expanded business into the financial field on the basis of a PPP scheme
and secured contracts with the IEP to lease, manufacture, and maintain all
rolling-stock services and construct depots. This expansion further benefited
the local social infrastructure by creating jobs and improving the manufacturing
process of rolling stock.
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In the future, to sustain railway business growth and to meet the needs of the global
market, Hitachi will continue to upgrade and provide a high added value to the
business model cultivated in the United Kingdom with a full-value chain.

Reference

[1] Mitsudomi, ‘‘Innovative Express – UK Intercity Express Programme,’’
Hitachi Hyoron, 95, 1, pp. 6–15 (Jan. 2013) in Japanese.
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Chapter 15

Sustainable business through alliance
based concept model of management &

technology of railway infrastructure

Masaki Ogata1

Abstract

With the rapid development of technologies such as information and communica-
tion technology (ICT) and the accompanying major social changes, it has become
increasingly difficult for companies to offer highly satisfactory customer services
of their own in current society where customer needs are very widely diversified.
Under such circumstances, by alliances among different companies, it is important
to combine individual specialties organically and create new value constantly. On
the other hand, the dramatic development of ICT enables companies and customers
co-create new values using social network service as common practice. In this
chapter, the alliance strategy of Japan Railway East which has developed vertically
integrated business model in railway business and its advantages is described. In
addition, autonomous decentralized technology and assurance technology as sys-
tem technologies supporting these business alliances are also described.

15.1 Introduction

Japan Railway (JR) East owns infrastructure such as land, facilities, vehicles, train
control system and so on, while, at the same time, it operates and maintains its
infrastructure. This type of railway can be called the vertically integrated railway
system together with its management and technology. In addition, since the pri-
vatization in 1987, JR East has developed the lifestyle business as the second
business which includes retail, shopping centre, restaurant, hotel, office leasing
and so on. As the third business, micropayment business utilizing Suica, namely
Super Urban Intelligent CArd, of the smart integrated circuit (IC) ticketing system
has also been developed since 2004. This can be classified as Fintech. The fourth
one is rolling stock manufacturing which can also lead to the export of it. The

1East Japan Railway Company, Japan



overseas business is becoming the fifth one today. Thus, JR East has been seeking
for the multiple business models in order to adapt to the rapidly changing man-
agerial environment.

On the other hand, owning infrastructure on its own is also a high risk. In
recent years, the change of social environment is very fast, so effective utilization
of infrastructure is an important issue for the apparatus industry which owns high
cost and long service life infrastructure. Especially in the railway business, infra-
structure continues to operate 24 hours a day, every day all through a year; it is very
important to sustainably develop the business while brushing up the infrastructure
and conforming to social change.

By the way, infrastructure is just a facility by itself, and it can continue to
produce services as a sustainable infrastructure system only by appropriately
operating, maintaining, managing and innovating it. We take this acronym for
Management, Technology, Operation, Maintenance and Infrastructure as the
MTOMI model and position this business model as the foundation of our ecosystem.
In this chapter, we show the direction toward the outline of our business, business
operation through MTOMI model and future public transport (PT) business.

15.2 Characteristics of JR East

15.2.1 Outline of JR East
JR East on its own rail infrastructure operates and maintains various categories of rail
transport, including Shinkansen, metropolitan, suburban and regional railways as
shown in Figure 15.1. More precisely, JR East has the following seven characteristics:

1. Vertical structure
JR East owns all its railway infrastructure, operates it and maintains it as a fully

integrated railway enterprise which includes all types of infrastructure, such as
station, rolling stock, track, electric power supply, signalling system, information
technology (IT) system and so on together with the ones of other businesses.

Lifestyle business
IC cardDiversification

Trains
buses

Operation
Various transport models

Tracks
signals

Maintenance
Infrastructure
rolling stock

Tracks
power plant

Ownership
Infrastructure

Own, operate and maintain 
all the railway infrastructure 
as a fully integrated railway. 

Network: 7,513 km 

Trains: 12,200 /day 

Figure 15.1 Vertical structure
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2. Horizontal structure
JR East owns and operates all categories of rail transport such as five-

directional Shinkansen lines, metropolitan and regional railways (Figure 15.2).
Thus, its horizontally integrated rail network is working organically.

3. Business structure
JR East also manages lifestyle businesses utilizing station space, shopping

centres, hotels and so on. Revenue from such non-transportation was more than
30% in total revenues of the JR East Group in FY2017 as shown in Figure 15.3.

4. Micropayment
JR East owns a micropayment infrastructure. Its origin was the first IC card

ticketing system in Japan, introduced in 2001 which ‘Suica’ implemented first in
the Tokyo metropolitan area. In 2004, JR East launched a micropayment service
(e-money) based on this IC card ticketing system and has disclosed IC card
standards to other transportation companies. The total number of IC card holders
is about 120 million and transactions per day surprisingly are a total of 130–150

Network: 7,458 km 

No. of passengers: 17 million /day 

No. of trains: 12,200 /day 

Annual operating revenue: $25.4 billion 
(no subsidies from the government)

Net annual income: $2.2 billion 

No. of employees: 58,550 

*Numbers are as of FY ended 31 March 2016

**Calculated by 1 $ = 113 JPY
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Figure 15.2 Horizontal structure
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million, including single trip, commuter pass and e-money. The processing time
is 0.2 second for passing through automated passenger gates in the station.

5. Energy chain
JR East, in the metropolitan area, produces and consumes its own electric

energy, namely owns both the ‘supply’ and ‘demand’ sides. The company owns
two electric power plants, power lines substations and so on. One power plant is
hydroelectric and the other thermal. Power is used by stations, trains, shopping
centres, retail shops, hotels, offices and other facilities (Figure 15.4).

6. Rolling stock chain
JR East cycles all stages in the life cycle of rolling stock, namely all through

philosophy, concept making, design, manufacturing, operation, maintenance,
feedback for new development, recycling and so on.

7. ‘Two WITHOUTS’
JR East has not received any subsidies from central or local governments

for more than 31 years since privatization in 1987 and has not raised
fares or charges except for consumption tax increases for the same period
of time.

15.2.2 The quantity changing the quality and the essence
In 2012, total operating distance of rails worldwide was almost 2.9 trillion
passenger-km, with Japan’s rails accounting for 9% [1]. In terms of the number of
passengers, Japan accounts for 29% share in the world’s 30.7 billion. Japan, as one
single country, shares almost the same portion as the entire European or Asia
Pacific region including China and India.

Quantitative features in JR East are shown in Figure 15.5. The number of
passengers (17.5 million per day) and high expectations from users and society in
general have improved the quality of railways in Japan, such as higher frequency,
larger capacity as well as safer, more punctual and quicker service. More precisely,
in terms of frequency, JR East operates Shinkansen trains at 4-min headway
maximum and conventional trains at 2-min headway. In terms of capacity, a single

Generation

Generation

Storage

Storage energy
(electric, heat)

Decentralized
power plant

Solar power

Smart gauge

Smart gauge

Aiming for
‘Smart Grid’

with management
system for supply

and load

Power plant

Thermal
power

Hydro power

Smart gauge

Smart gauge

Operation
Stations

Buildings

Energy conservation

Consumption

Figure 15.4 Energy chain
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commuter train in the metropolitan area of JR East can carry 3,000–4,000 passen-
gers. In terms of safety, the most important in our management, Shinkansen fatal-
ities on board by the internal cause have remained at zero since 1964 when
Shinkansen operation started. In terms of punctuality, average time delay per
Shinkansen train from 2009 to 2013 was only 46 seconds including case of natural
disasters. In terms of quickness, an automated ticket gate reads and writes fare data
on ‘Suica’ in 0.2 second. JR East must sustain and/or improve these five qualities
simultaneously. Thus, as stated above, and also as my belief and theory, the
quantity changes the quality and the essence.

Suica, or IC ticket cards, can be mentioned as another example of the fact that
‘quantity changes quality’. Suica users were few in 2001 when Suica was intro-
duced. Paper-based tickets were chiefly being used at that time. The number of
Suica users has been increasing gradually since then, and today more than 90% of
passengers in the Tokyo metropolitan area use Suica, including ‘Mobile Suica’
by which passengers can use a smartphone or cell phone as a ticket card instead of
an plastic IC card.

Supposing 100% of passengers have and use IC cards, ticket-vending machines
or money would not be needed. Therefore, new space can be generated in place of
the area of current vending machines and the burden and cost of circulating money
could be reduced. Various possibilities in diversified use of space can be created.
For example, as in Ueno station, the necessity of ticket-vending machines has
decreased thanks to the wide use of Suica. Then the space of some ticket vending
machines has been already converted to commercial space. Use of space in stations
will be completely restructured in the near future (Figure 15.6). Thus, again the
quantity changes the quality and the essence.

Train mileage:
441 thousand mile

RC operation:
700 thousand times

Train door operation:
6 million doors

Passengers:
17.5 million

Checking signal:
1.2 million times

day

Figure 15.5 Quantitative features in JR East
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15.3 Railway infrastructure business and technology
concept model

15.3.1 Essence of JR East
JR East has more than 31 years of history since its privatization. It is neither merely
a railway company nor a transportation company. It is an integrated technology and
service industry (Figure 15.7). In this context, ‘integrated’ means JR East owns all
the infrastructure of railway, operation and maintenance as full integrated rail
model. ‘Technology’ means that JR East owns all the fields of technology such as
operations, rolling stocks, signalling systems, communication, tracks, electric
house supply, architecture and construction and so on. ‘Service’ means that JR East
provides society and customers with values and services based upon infrastructure
with operation and maintenance.

15.3.2 What is ‘infrastructure’?
In railway industry, in general, there are some definitions of infrastructure. For
example, one is an infrastructure that does not include train operations, or ‘two-tiered
system’, and the other is an infrastructure that includes train operations, or ‘vertical
integration’ of infrastructure, operation and maintenance. Many European railway
operators are the former (Figure 15.8), and many Japanese railway companies are the
latter (Figure 15.9). JR East not only owns land, structure and rolling stock, but also
operates and maintains them. The important thing here is that this vertical integration
of infrastructure must provide customers and society with the selectable resources
and the integrated technology and service.

15.3.3 What is ‘service’?
Service is provided to customers from the integrated technology and service industry
based upon customers’ demand. Therefore, two-way communication exists between
customers and the industry as shown in Figure 15.10. ‘Service’ is totally different
from ‘product goods’ as it is produced and consumed simultaneously, cannot be
stocked, has no distributable sample, is not replaceable or is not uniform.

IC user ridership

If IC user ridership becomes 100%

50

100

∙ No need of ticket vending machine

∙ No need of paper base money (bills and coins)

Could generate new space utilization

Reduce the burden and the cost

Various possibilities
to diversify the use
of space

Time

Figure 15.6 Potential of Suica
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Moments at which customers and employees encounter each other can be
called ‘moments of truth’ [2]. Quality of service and the company are evaluated at
this moment. Hospitality is the important mutual relationship between customers
and well-disciplined employees. Hospitality is only realized at the moment of truth.
If it fails, it cannot be corrected or changed.

15.3.4 MTOMI model
What is the integrated technology and service industry that provides excellent value
and service to society and customers in these ‘moments of truth’?

JR East is a vertically integrated company owning infrastructure together with
operation, maintenance, management and technology. Figure 15.11 shows the
relationship among these elements, and the ‘MTOMI model’ can be abbreviated as
based upon initials of each element (Management, Technology, Operation, Main-
tenance, Infrastructure).

As shown in Figure 15.12, the MTOMI model provides values and services to
customers, society and nations through the moments of truth with well-disciplined
employees. The integrated technology and service industry also owns its clear
management and concrete policy for service; ‘Integration of Service and Infra-
structure’ is achieved based upon these three elements described above such as
MTOMI model which can be considered as effective function of services, concrete
management policy for service and moments of truth.

Customers

The integrated technology and service industry

Value
service

Moments of truth

Two-way
communication

Figure 15.10 Relationship between customers and the integrated technology and
service industry

Management Technology

Operation Maintenance

Infrastructure

Figure 15.11 MTOMI model
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15.3.5 Advantage of MTOMI model
A social infrastructure company with an organically integrated MTOMI model can
provide excellent value and service to society, community and customers.
According to ‘The Global Competitiveness Report 2010–11’ (Figure 15.13),
infrastructure ranked at the top in determination coefficients in the global compe-
titiveness index out of 12 factors, such as business sophistication, technological
readiness, higher education and training, innovation and others. Thus, infrastructure
is most important to a nation’s global competitiveness.

As mentioned in Section 15.3.2, vertically integrated infrastructure, including
operation and maintenance, provides society and customers with values and ser-
vices such as safety, comfort, large capacity and so on, as shown in Figure 15.14.
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Figure 15.12 Integration of service and infrastructure
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15.3.6 The MTOMI model from the viewpoint of computer
and communication system

Today, in almost all businesses, the computer systems are indispensably supporting
them. Whereas the MTOMI model is a vertically integrated business model, the
corresponding computer and communication systems also configure an MTOMI
model. Figure 15.15 shows the MTOMI model of the computer and communication
systems, which is the base of business infrastructure. In this figure, the infrastructure
‘I’ corresponds to all the necessary hardware resources to carry out the business.
Operation ‘O’ and maintenance ‘M’ are the resources for user functions in the sys-
tem, namely software and middleware. Then management ‘M’ and technology
‘T’ are actualized and grown based upon the computer and communication systems.

In the business alliances, the good coordination of multiple computer and com-
munication systems as business infrastructure is the key of success. The coordination
and cooperation among multiple large-scale computer and communications systems
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Figure 15.14 Infrastructure providing value and services to society and
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Figure 15.15 The MTOMI model of business infrastructure
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make business alliances effective, functional and efficient. In these cases, the intro-
duction of the autonomous decentralized system (ADS) is the bases for the multiple
systems configuration [3]. Now the actual business alliances utilizing ADS are
explained in the following. In the Section 4, three types of business alliances
are shown and concrete examples of system alliances along with the examples of
actual business alliance are explained.

15.4 Alliances based on MTOMI model

In this section, an alliance strategy of JR East based on the MTOMI model is described.

15.4.1 Requirements for good alliance (What is alliance?)
The alliance is aimed at the cooperation by a group that consists of various orga-
nizations and various persons. Therefore, trust brought by mutual communication,
commitment with each other and control of conflict is necessary to establish win–
win relationship. JR East has potential to make the alliance with any business fields
beyond the railway industry because the business model, the MTOMI model
mentioned in the former section, in which JR East owns infrastructures, conducts
operation and maintenance by itself, is unique and powerful while storing experi-
ences and knowledge.

15.4.2 Classification of alliance (three models of alliance)
Three models of alliance and the examples at JR East are described.

15.4.2.1 Inside a company (Inside B model)
There are both a facility department, which constructs and maintenances JR East’s
infrastructures, and an operation department, which plans and conducts the train
operation exploiting the infrastructures of JR East. They are basically a vertical
management division. A control centre supervising the daily operation maintenance
and many operation and maintenance depots in the actual field are in the relation of
vertical specialization from the viewpoint of an organization structure. In JR East,
the common system for this organization was developed and the smooth coopera-
tion among different vertical management divisions by using the system ensures
safety, stable operation, maintenance and improvement of customer service.

15.4.2.2 Company and company (B2B model)
After privatization, JR East has diversified and strengthened multiple businesses
related to the railway business for synergetic effect. Experiences and knowledges for
the businesses also have been brought to JR East by owning new business infra-
structures and conducting operation and maintenance. In this way, the extension of the
MTOMI to the out of traditional field has increased the possibility of new alliances.
Specific example is described later, but drastic extension of the market can be made
by establishing the alliance with companies in the way that the one with MTOMI
model transferring its business model to the other without such MTOMI model.

Sustainable business through alliance 293



15.4.2.3 B2C model
A company provides information to customers, and customers act autonomously on
the basis of the information. The company creates and provides a new service with the
feedback on the action. This sequence yields a positive synergetic effect. The relation
between the company and the customers can be regarded as a kind of alliances, in
which the company creates new and innovative services with the customers together.
Development of information and communication technology (ICT) – artificial intel-
ligence (AI), Internet of Things (IoT), big data and so on – can enhance heightened
interactivity and real-time communication, and consequently, synergetic effect can be
obtained more easily.

15.5 Three types of business alliance based upon
MTOMI model

In this section, three types of alliance cases on business based on MTOMI model
are described.

15.5.1 ATOS (Inside Business; InB model)
The departments which are in charge of operation, rolling stock and ground facility,
respectively, are individually independent business units of JR East. The roles of
the operation department are train operation such as operation planning, signal and
route control, traffic fleet control, passenger information and so on. On the other
hand, the roles of the rolling stock and facility departments are the design, manu-
facture or construction, maintenance and so on. Since the operations are carried out
by the designed timetable, it is very essential and necessary for safe and reliable
operation that all the related information must be shared in any departments.

In the Greater Tokyo metropolitan area, within a radius of 100 km from Tokyo
central business district, the traffic volume is extremely dense, maybe the densest
in the world; consequently, the frequency of trains are extraordinarily high. In the
past, the management of train operation was executed by human capability. Their
change of timetables, turnarounds of trains, modifications of train slots and so on due
to the operational disturbance were executed by human brain and hands. The mod-
ified information had to be transmitted through phonic information via telephone.
These modifications of train information were done by the station staff members.

To solve these issues, JR East introduced ATOS, an abbreviation of ‘autono-
mous decentralized transport operation control system’, that is a large-scale train
operation and maintenance management system for the Greater Tokyo metropoli-
tan area in JR East. This system was first introduced in Chuo Line between Tokyo
and Kofu in 1996, the city is approximately 100-km west to Tokyo. Later this
system was expanded to 24 lines in Tokyo metropolitan area [4].

Figure 15.16 shows the concept and configuration of Autonomous Decentralized
System (ADS) of ATOS. In ATOS, operation every day is controlled at the central
train control centre. Rescheduling of train operation due to the disruption is only
controlled by dispatcher in the centre. The information changed rescheduled time
table is instantly transmitted to the programmed route control computer in each
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station. Furthermore, signals and routes are controlled automatically, and latest
information for ground facility maintenance and for passenger is updated auto-
matically on ATOS. By the ATOS, the time required back to normal operation has
been shortened, and safety of the ground facility maintenance has been improved.
At the same time, the passenger information is instantly and accurately transmitted
to the display on board and in the stations. Furthermore, to the application of
smartphone today which have raised customer satisfaction significantly. As men-
tioned in the earlier section, an individual department in the company is a business
unit based upon each respective MTOMI model, but the comprehensive MTOMI
model of the company can be formed by the agile and effective alliance of multiple
MTOMI models of each department.

Figure 15.17 shows the comprehensive MTOMI model formed by the alliances
of multiple MTOMI model. In ATOS, signal and route control which has been
conventionally built and maintained by the signalling group of ground facilities
department. And, operation done by operation department were integrated with
ADS as the key technology. The core concept of the ADS is the common data field
for multiple departments which is the innovative architecture of the data. Conse-
quently, thus, the train operation and the maintenance work can be controlled in the
same system with the common data field [3].

15.5.2 Suica (‘Super Urban Intelligent CArd’)
This example is Business-to-Business type alliance. Suica is an IC card with which
passengers can pass quickly and smoothly ticket gates. This means passengers do not
have to insert their cards in a ticket slot of a passenger gate, and all they need to do is
pass their cards over a card reader/writer at a gate. The system was first introduced in
the Tokyo metropolitan area as the first transport IC card system in Japan, in 2001.
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Effective coverage was expanded to Tohoku and Niigata areas later. Because the
Suica IC card standard has been disclosed to other transportation companies, many
railway companies have adopted the same IC card system as Suica. Consequently,
mutual service has expanded with nine other participating transportation IC cards,
including JR West’s ICOCA and PASMO (major private railway companies aggre-
gated in the Tokyo metropolitan area) and others. The total number of the ten
transportation IC cards holder reached about 100 million in 2015.

Suica is an integrated system of automatic-gate control, payment service called
micropayment, limited express tickets, first-class car tickets, many necessary
information related and so on. Since this single card enables passengers to receive
various services provided on the railway and retail platform, customers have
drastically increased. Mobile Suica service, with which the function of Suica is
available on a mobile phone has been launched since 2006. More convenient ser-
vice, like the payment through the Internet, has been also developed.

The first Suica application for smartphone was only for Android operating
system (OS) only, but in 2016, mobile phone Suica also has got available on iPhone
and later Apple Watch. The web payment of Suica has been also developed and
expanded as more convenient service.

Transaction time is only 0.2 second, and, today, the system processes 130–150
million transactions per day (Figure 15.18).

Suica system is such a large-scale system that we adopted an ADS concept for
online expansion, fault tolerance and online maintenance [5,6], as shown in
Figure 15.19. As mentioned above, Suica is not only the one of the most important
technological innovations including many new ideas, concepts and technologies but
also a social innovation creating new values to make big changes in people’s lifestyles.

Figure 15.20 shows comprehensive MTOMI model formed by multiple MTOMI
models of multiple operators. As mentioned earlier in this section, Suica was first
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introduced in the Greater Tokyo metropolitan area of JR East on 18 November 2001.
At that time, Suica was nothing more than a single MTOMI model, namely business
platform only for JR East. Completion of mutual usage all over Japan was in 2013.
This mutual usage can be considered as the common business platform for 200
different operators. Namely, the comprehensive MTOMI model of this common
business platform has been formed by the agile and effective business alliance of
multiple MTOMI models of multiple operators.

15.5.3 JR East Train Info App
JR East Train Info’ App (JR East App) is JR East’s free smartphone app for both iOS
and Android users. The concept of this app is ‘Everything about JR East railway in
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Figure 15.19 Autonomous decentralized system for Suica
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one app’. Passengers can easily view JR East train status and station facilities on
their smartphones. JR East App is available in both Japanese and English. The
Japanese version was launched on 10 March 2014, and more than 3.6 million have
been downloaded as of October 2018. English version was launched on 20 March
2015, and more than 0.35 million have been downloaded as of October 2018.

User interface design is most important for smartphone apps. We took great
care in designing the top page. Station information is displayed at the top and
the nearest station automatically appears by GPS. Passenger can choose from
around 150 major JR East stations. Weather and train operation information for 17
major JR East railway lines can be seen at all times on the left side. On the right
side, they can view the information they need: train information, Yamanote Line
Train Net, departure information, stops information, station maps and others
(Figure 15.21).

Route search provides information on train connecting from departure station
to destination station (Figure 15.22).

JR East App is for viewing information on train service. Details are available
by selecting a specific area. Yamanote Line Train Net is a featured function of the

Figure 15.21 JR East Train Info

Figure 15.22 Route search function
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JR East App. They can view the real-time positions of Yamanote Line trains and
carriage conditions (congestion and temperatures for each car) in real time as
shown in Figure 15.23.

Departure information provides information on trains departing from Tokyo,
Shinjuku, Ueno and Shinagawa in real time. This information is the same as the
electric signboard displaying train departures in stations. Stop information shows
possible routes departing from the stations displayed on the top page and stops
along the routes. Station maps has details station information on maps.

These information contents have been continuously updating. As latest update,
train location providing service was expanded. Train location provides information
on trains, such as timetable of selected station, train location, destination and delay
of selected line in real time. This function was originally targeted only for the line
of the Tokyo metropolitan area, but now it is provided for the line of the whole JR
East as shown in Figure 15.24.

Figure 15.23 Yamanote Line Train Net

Figure 15.24 Train location
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On the other hand, collaboration among railway operators is proceeding. Appli-
cations like JR East App have been providing by major private railway operator or
subway operator. Collaboration among JR East App and other railway company’s
apps has started in October 2016. These collaborations are gradually expanding.
Recently, collaboration with Tokyo Metro has started on November 2017. Currently,
in this collaboration, cross-reference of train location and timetable with major rail-
way operators in Tokyo Metropolitan area is realized.

JR East App is a cloud-type service. Each service can be called from the
platform of JR East App installed on a personal smartphone. Each service is an
autonomous unit based on independent MTOMI. Also, JR East App on personal
smartphone is also an autonomous unit based on MTOMI. It also carries out
information collaboration with passenger smartphone applications provided by
other railway operators in the metropolitan area and is working to improve the
convenience of railway users in the metropolitan area (Figure 15.25).

15.6 Future business mode

Although the MTOMI model itself is business model originated in a self-contained
way, a new MTOMI model organically combined together with a heterogeneous
business can create new values and services. In other words, we have shown in the
previous section that the alliance is an important key in bringing about change in
future business. In this section, we will look at the future image of the public
transportation business by the alliance [7].
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Figure 15.25 The comprehensive MTOMI model formed by multiple
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15.6.1 Innovation concepts of public transportation
15.6.1.1 Concept
Nowadays, the management environment is exponentially, rapidly changing. The
following six critical issues can be considered to be exponentially, rapidly changing
in a large scale in the world.

● Social economic trends
– Instantly propagating economy
– Business market (population, polarization, ageing society, urbanization

and so on)
● Management and technology environment

– Globalization
– ICT utilization

● Natural environment
– Climate changes
– Increase of natural disasters

The following three concepts of the mission of PT are very important to adapt
exponentially, rapidly changing critical issues surrounding the management
environment.

1. PT as the social infrastructure can sustainably innovate by itself, while
knowing the genuine needs of the customers, communities and societies in the
vis-a-vis communication.

2. Sustainable innovation of PT can raise the mobility of people and the quality
of life.

3. Social innovation can be achieved by PT innovation.

As far as PT will follow these concepts, we, PT, will be surely able to adapt to
critical issues, which I have previously mentioned, and grow sustainably, I strongly
believe. I would like to repeat these concepts at every moment everywhere.

15.6.1.2 Proposal
Being based upon the concepts, I have mentioned that I would like to make the
following three proposals:

1. In order to adapt to the rapidly changing environment, we, PT, will need to
enhance further innovations in PT management and PT technology.

2. In terms of driving innovations, it is very crucial to enhance smooth coordi-
nation and collaboration among all the stake holders of PT, which I like to
phrase ‘open innovation of public transport in the globalization’.

3. I would like to propose that we should advocate the value of PT and the value
and benefits that PT can provide to the society, community and customers.
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15.6.1.3 Future visions about PT
Shorten total trip time by alliance
Traditionally, each PT has owned infrastructure for itself and has been responsible
for large-volume high-speed transport between origin and destination station. Then,
personal mobility such as private cars, taxis, bicycles and the like has been respon-
sible for travel from the departure place of the traveller to an origin station and from
destination station to the final arrival place. However, whenever people meet a
transit, a waiting time and some other redundant arises. Although it is possible to
shorten the time of each mode, it is always required to shorten the total trip time.

From the past, in railway, shortening of a trip time is achieved by reducing the
time onboard.

However, shortening of the waiting time between different transport modes has
not been taken into account so much, so the competitiveness of PT has gradually
declined over long periods of time against vehicles capable of transport without transit.

However, automobiles have a problem of safety, high environmental burden,
truncation of weak traffic villagers. Therefore, for travellers, it is necessary to
shorten the total trip time by personal mobility and the alliance of PT from the
viewpoint that 1 min on board is equivalent to 1 min of the transit time and one for
the others (Figure 15.26).

In recent years, as a new personal mobility, car sharing, Uber and so on are
gaining attention. These provide transport of first/last 1 mi at a cheaper price than
private cars or taxis. For these first and last 1 minute, it is also important to com-
bine existing traditional PT operators and new mobility service provider. However,
as shown in Figure 15.27, the main part of the larger demand, namely trunk line,
will continue to depend upon PT and mass transit.
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Figure 15.26 Shorter total trip time model
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PT at the heart of the new mobility world
A role that PT should play in the new transport model, where a traveller can move
from origin to destination seamlessly with continuous mobility by PT and personal
mobility mentioned above. With the increasing urbanization of the planet, along
with the limitation of space in today’s cities, PT combined with a wide mixture of
new mobility services is the viable solution for further mobility. Whereas PT is
trying to cut the urban car dependency, new mobility services, such as on-demand,
car/bike/ride sharing, autonomous driving and so on, are emerging with challen-
ging innovation. In these trends, four following concepts are very critical and
important:

1. PT must innovate itself with customer-oriented methods and technology to
which the new mobility services are moving forward.

2. PT has to actualize ‘door-to-door service’ or ‘shorter total trip time’ with fur-
ther better and stronger intermodal cooperation.

3. PT had better collaborate with the new mobility services as supports, especially
in the first and last 1 mi. In Paris, 65% of Uber trips start or end within 200 m
of a metro station. These function well together with PT.

4. In terms of capacity of the trunk segment with the heaviest traffic volume in
cities, only PT can provide it. In this context, PT will continuously innovate,
grow and play important roles in the rapidly changing environments.

The above concept is exact embodiment of ‘mobility as a service’ namely MaaS.
It is also an idea shown in Figure 15.28 when taking future automatic driving
and sharing of automobiles into consideration. In short, the field of automobiles
progresses towards automatic driving and sharing and that of PT looks towards the
same direction. Then both fields will be in harmony.

15.6.2 Information business
JR East already has a huge amount of data in its daily railway operation. We have
train operation data, Suica data, ticket data and more. The data volume was too

Origin Destination

Shortening total trip time (STTT)

Public
transport Walking, personal mobility

Public
transport

Public
transportWalking, personal mobility

New mobilityPersonal mobility

Figure 15.27 Alliance with new mobility
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huge to analyse several years ago, but now we can very efficiently analyse them
thanks to technological progress in the fields of computation, database, storage, AI,
IOT and so on. Associating and analysing these data and extrinsic data like infor-
mation of weather and climate in an organized way can yield positive effects to
management and marketing (Figure 15.29).

Figure 15.30 shows one example of big data analysis, visualization of train
location, congestion and delay information using data of automated gate, passenger
load and train location.
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Information business has a little effect when only JR East conducts it. Reform
of overall value chain by making alliances with various enterprises or customers
maximizes their utilities.

JR East established technology innovation headquarters on June 2018 to create
new value by integrating technology and information. In this organization, common
information, infrastructure for utilizing various big data and clouds has been cre-
ated. And by further expanding the range of coalitions with external networks by
joint use of data and use of field sites such as verification experiments, JR East will
realize affluent lives for ‘everyone’ (Figure 15.31) [8].
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PT is the business that handles many kinds of information. Connecting and
analysing these information in an organized way can produce various values. State-of-
the-art ICT technologies are indispensable for it (Table 15.1).

15.6.3 Global business
The framework on participation of JR East to foreign railway projects is described as
follows. In general, a railway project consists of multiple phases: feasibility study,
construction of an infrastructure, design of systems and rolling stocks, manufacture,
installation, operation and maintenance. JR East has experiences and knowledges of
all the phase with its MTOMI model and, therefore, can support the project totally as
well as partly. Especially, Japan International Consultants for Transportation (JIC)
was established by ten Japanese major railway operators including JR East for for-
eign consultation businesses. JIC also succeeded consultations, functions and works
from Japan Railway Technical Service (JARTS) (Figure 15.32).

Table 15.1 Advanced ICT fits PT well and vice versa

PT issues Solution: advanced ICT

Safety IoT, sensor
Security Graphic recognition
Various issues to optimize AI
Numerous equipment and devices management IoT, sensor, big data
Huge user datasets Big data
Real time information for customers Mobile device
Face-to-face guidance Robot
Danger, Dirty, Difficult (3Ds) Robot

F/S

Middle stream

Construction, E&M manufacturing

Upper stream Down stream

O&M
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Government of Japan,  JBIC, JICA, JOIN etc.
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Figure 15.32 Global business
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15.7 Conclusion

In this paper, the business model of JR East named MTOMI model and its business
development based on the MTOMI model are described. The railway is a huge size
of aparatus industry, with the huge investment and the long construction period of
new facilities. It can be a risk for pure private enterprises in modern society where
the speed of change is fast. In fact, in many countries other than Japan, particularly
in Europe, it is common to adopt a vertical separation model where a company that
owns and maintains infrastructure and a company that operates trains are split into
separate companies. On the other hand, at the time of privatization, JR East sets a
concept that railway is integrate technology and service industry which owns the
infrastructure, carries out the operation and maintenance of infrastructure by itself.
This business model encourages JR East business improvement and innovation to
provide good customer services. Thus, the MTOMI model brought a positive spiral
to the business development of JR East.

The MTOMI model is an autonomous business unit. By organically alliancing
them, it is further possible to provide services more effectively than they exist
alone. In Section 15.5, three examples of alliance model are shown as InB, B2B and
B2C; its effects and future strategy of alliance with new mobility services and
oversea businesses are also explained in section 15.6.

Finally, to realize the alliance of MTOMI models, it is necessary to be able to
freely combine the social infrastructure system which is the execution basis of each
MTOMI in order to make the alliance of MTOMI models cooperate organically.
In order to realize such a system, utilization of autonomous decentralized tech-
nology is effective. JR East introduced an ADS for core business such as transport
operation control system for Tokyo metropolitan area (ATOS), Suica. JR East
internalizes the experiences and knowledge of the ADS itself, thereby making it
possible to develop new alliances.

JR East always seeks for open strategy with the homogeneous industry and the
alliances with heterogeneous industries.
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Chapter 16

Smart cities, IOT, Industrie 4.0/Industrial
Internet, cyber-physical systems: concepts,

burdens and business models

Radu Popescu-Zeletin1

Abstract

In this chapter, we analyze the main frameworks for developing cyber-physical
systems, their interrelationships and impact. The technological history and their
main concepts are described here. The main burdens for a practical use are iden-
tified. Based on an existing development on a smart city project, a reference model
for smart city is identified. The business model characteristics and their implica-
tions for the governance of such operational system are addressed. The chapter
concludes with recommendations on future-required developments.

16.1 Introduction

Around 10–15 years ago in Berlin, the IBM CEO Samuel J. Palmisano announced a
new IBM R&D program on ‘‘smart planet’’ based on the idea that every object on
the earth valued more than 5$ will have an Internet address. The IBM observation
on the technological development at that time can be seen in Figure 16.1 in which
technological support for a smarter planet is summarized.

The main observation here is that only interconnectivity and instrumentation
cannot create the ‘‘smart’’ technology of the future. In parallel with the Internet,
penetration for interconnection technological developments is required for dis-
tributed processing (‘‘smartness’’). Additionally, governance, legal frameworks,
business models and life cycle have to be developed for operational systems in a
real world.

In the field of distributed processing (‘‘smartness’’), technological progress can
be witnessed in the same time period of the Internet development. Concepts,
standards and products have to be mentioned in the last decades, and a lot of results
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can be identified in the efforts to develop ‘‘smartness.’’ Some of them should be
mentioned and remembered also due to the lesson learned in the past.

● Autonomous decentralized systems concepts [1],
● Open distributed processing (ODP) framework [2],
● Super distributed objects (by OMG) [3] and
● Computer-integrated manufacturing (CIM and derivate) [4].

The technological developments are based on the Internet penetration on one hand,
the advances in microelectronics, the storage capacity for huge data volumes (big
data) and the advances in analytical data processing on the other. These develop-
ments characterize the past decade, and their in time synchronized technological
advances allow to solve and propose solutions for complex problems and domains.

The present directions toward ‘‘smart’’ solutions for complex systems are as
follows:

● Cyber-physical systems (CPSs),
● Internet of Things (IOT),
● Industrie 4.0 and Industrial Internet and
● Smart cities.

One may observe that these domains are attractive also because they have a ‘‘hype’’
character understandable in general by the majority of the population and on the
other hand due to the fact that the main technologies are already developed and
have no long-term research and development agenda.

These popular domains have also created a huge number of ideas and business
models in the field, providing an additional ‘‘hype.’’ National, industrial and Eur-
opean initiatives on society digitization have been started and become a part of the
political agendas of the governments in different countries.

Worldwide-development programs have been started, but after these years, the
results are in general not satisfactory. We will try to analyze the different concepts and
identify the problems for which solutions have to be developed for operational systems.

From the beginning, one may observe that the problems to be solved are not mainly
technological but in the governance, operation, legal frameworks and business cases of
these complex systems.

16.2 Cyber-physical systems

CPSs are networks of ITC subsystems with mechanical and electronical compo-
nents over a data communication infrastructure like Internet (Wikipedia). The

By smarter, we mean the world
is becoming:

Instrumented Interconnected Intelligent

++

Figure 16.1 The ‘‘smart planet’’ formula
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approach of addressing complex domains (smart planet) was to start in defining a
general architecture for these complex systems (CPSs). The architecture provides
the composition rules from embedded systems to CPSs (see Figure 16.2).

CPSs do not describe specific technologies but rather provide a framework to
compose/decompose a complex problem in elements which identify the composa-
bility of the CPSs (Figure 16.3).

Here one may also observe that such systems are complex and in governance of
different authorities. Interoperability of different levels and security solutions is main
technological problems to be solved by adopting the framework. Major burden in
introducing such systems are bound to the complexity, legislation and their controll-
ability. For all, security and survivability of the operational systems are the main
technological problems, and different solutions for different domain requirements are
underway.

In general, the openness degree and the complexity of a system define the
dimension of the security problem to be solved.

Cyber physical systems

Systems of systems

Embedded systems

Intelligent embedded
systems

Figure 16.2 Composability of cyber-physical system

Smart cities
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Healthcare ....

Industrial
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Figure 16.3 Cyber-physical systems
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Due to the heterogeneity and openness of the CPSs, security becomes a non-
deterministic polynomial (NP) complex problem with aspects like the following:

● Security against attackers from everywhere due to the open character of CPS,
● Safety of the controlled systems (like critical infrastructures) and
● Security of the Intellectual Property Rights.

There is no CPS secure system. Security can be improved, but we never achieve a
complete secure CPS system (fata morgana effect). The lessons learned today in the
first developed projects in CPS are as follows:

● It is better to learn how to live in an insecure cyber system rather than hope that
technology will provide a secure system.

● We need security ‘‘instruction leaflets’’ for products and services we are using
and integrate in the CPS solution. They will allow to evaluate the risk and
derive attacker models for the envisaged solution.

● One of the solutions promoted here is ‘‘security by design,’’ but this has
drawbacks.
* In CPSs ‘‘secured by design’’ Internet, and the systems to integrate have to

be redefined.
* CPSs require an NP complex security framework which is impossible to

manage and implement in an operational systems (integrating legacy
systems).

* Securities (technological, governance, laws, etc.) which are independent
of countries borders.

What should be done in order to improve security in CPS?

● Systems to provide the identity of persons, objects, services, and everything.
● Identity can be seen as the bridge between real world and cyberspace.
● Certification of everything (components) in the communication space of the

CPSs.
● End-to-end authentication in order to provide trust and responsibility.
● Different levels of security for different applications.
● Provide ‘‘security instruction leaflets’’ and learn to evaluate the RISC of your

application in a certain system (up to physical separation).

16.3 Internet of Things

From an infrastructural viewpoint, the INTERNET developments in the last dec-
ades have had an exponential development in throughput and number on end points
in the world. This penetration required more and more end-point devices and ser-
vices to be offered to the consumer instrumentation.

The world IPfication is a reality, and per day new devices are attached to
Internet. TELCos have had a major role in this deployment, and new technologies
are under way to support this trend (fifth generation (5G)). We will not present here
the expected deployments numbers, one may find in a lot of forecasting or fact
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studies, but rather concentrate on the weak points in this development. The rapid
development was mainly driven by providing to the customer incomplete solutions
from an application/service point of view. The major accent here is to provide
communication infrastructure due to the fact that telecommunication provider has
control on the governance of the offer and supports and monetizes on mass
communication.

The IOT developments in the past years can be seen as a bottom-up develop-
ment starting with ‘‘instrumentation of devices’’ and their ‘‘interconnection’’ in the
‘‘smart planet’’ formula.

The development and operation of 5G mobile networks will boost the IOT
technologies, and the IOT global cellular market is expected to reach 15 billion
USD by 2030.

Paramount here is the provision of solutions in a very complex environment to
ensure secure and interoperable end-to-end developments. Data security and priv-
acy must be a major design parameter for IOT solutions considering the integration
of information technology (IT) and operational technology infrastructure [5].

A comprehensive methodology for developing secure IOT solutions was
developed by the Cloud Security Alliance (CSA). Thirteen steps in the design and
development of secure solutions have been identified by analyzing software/hard-
ware products available today [6].

The aims of the framework developed by CSA are as follows:

● Protect consumer privacy,
● Protect business data and limit the exposure of sensitive information,
● Safeguard against IOT products being used in distributed denial of service

(DDOS) attacks and
● Safeguard against damage or harm resulting from compromised IOT solutions [6].

One may observe that IOT products have been mainly introduced by the TELCOs
under the pressure of low costs. Providing secure IOT systems is expensive and
should consider the solution domain and the RISC evaluation.

Again, ID systems, certification, security, and governance are the main bur-
dens to be addressed in an operational environment.

16.4 Industrie 4.0 and Industrial Internet

In 1973, Josef Harrington introduced CIM for industrial manufacturing. A lot of
efforts and systems can be witnessed in the past in developing standards and pro-
ducts in this space.

CIM is the integration of total manufacturing enterprise by using integrated
systems and data communication coupled with new managerial philosophies that
improve organizational and personnel efficiency (Wikipedia).

CIM and derivatives address island systems with physical separation, closed
systems (even in the enterprise, no communication with the outside world).

Germany has initiated a governmental program for the digitization of the
industrial manufacturing domain under the name of INDUSTRIE 4.0. IT considers
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it as the basis for the fourth industrial revolution in which ‘‘smartness’’ for indus-
trial environments and products is promoted. The distribution of intelligence in
such CPSs is captured in a reference model RAMI 4.0 (see Figure 16.4). The model
also captures governance, standards and life cycle in a common framework which
can be instantiated by different industrial domains.

The reference model proposed by the INDUSTRIE 4.0 consortium encompass
three planes and is a good starting point to address related standards in designing,
developing and operating industrial solutions.

In one plane, the composability of the industrial manufacturing system from
product, field device, control device, station, station, work center, enterprise and
the connected world are captured and their functionality is defined. It is similar to
the CPS framework a composability framework for industrial environments.

The second plane describes the hierarchical views (asset, integration, com-
munication, functionality and business), and similarity with the ODP views in the
past is evident.

The third plane deals with the operational aspects of the solution to be
designed like maintenance and production in an industrial manufacturing system.

The integration of the different elements is provided by encapsulation techni-
ques and standards for data structures and communication.

The reference model is used for different CPS domains like energy, automotive,
logistics, etc. and provides a framework for existing domain specific standards.

Main standards considered are IEC industrial standards; Internet is playing a
minor role in this environment but pose the main problems in providing real-time
and security-required solutions.

Figure 16.4 The Internet of Things world
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Similar technological developments can be witnessed in the Open Fog Con-
sortium (www.openfogconsortium.org) providing encapsulation in IOT and intro-
ducing edge computing for CPSs (Figures 16.5 and 16.6).

Industrial Internet (IIOT) program initiated by OMG is promoting test beds
for specific Industrial Internet domains.

The motto of IIC is ‘‘Things are coming together’’; let us try them [7].
Several projects have been started worldwide.
One major direction is the architecture of systems including the definition of

several classes of gateways as encapsulation technique for the different components
in the solution designed. Main industrial test beds at present are as follows:

● Track and trace,
● Communication and control test bed for microgrid application,
● Edge intelligence,
● Factory operation visibility and intelligence,
● High-speed network,
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Figure 16.5 The reference architectural model Industrie 4.0 (RAMI 4.0)
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● Future Industrial Internet (INFINITE) and
● Condition monitoring and predictive maintenance.

Similar to Industrie 4.0 reference model, IIOT address different views of
the systems conforming to their specification encompassing the whole life cycle of
the solution envisaged and conforming with the IIOT specifications (Figure 16.7).
Models and standards are developed in the different hierarchical views of the IIOT
system (Figure 16.8).

The business viewpoint identifies the stakeholders, their business concerns,
values and objectives of the IIOT system in its business and regulatory concerns.

The usage viewpoint focuses on the expected system usage representing the
sequence of activities for achieving the fundamental system capabilities.

The functional viewpoint focuses on the functional components of an IIOT
system, their functionality and interrelation.

The implementation viewpoint addresses the technologies required to imple-
ment the functional viewpoint, communication and lifecycle procedures [7].
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16.5 Smart cities

A good example of CPSs development which one may observe is the history of
smart cities development. Probably all mayors in the world and citizen in the major
cities had the impression they understand what a smart city is, and every city started
to plan and discuss it, hopping on the holy grail in the cities management and
development. Yes, the cities’ problems are major due to the rapid increase of the
populations towards the limited resource a city has to share. Cities of over 10
million inhabitants become normal all over the world and mainly in countries and
continents with raising economies like China, India, Africa and South America.
The resources to be shared like water, energy, air, roads and transportation in a city
are limited and do not grow with the speed of the population growth.

Controlling and managing the resources in a smart city is the major benefit in
the smart city vision. The expectation that a city becomes smart in short time, by
investing money in some projects, is unrealistic. This is also due to the election
periods in the cities compared with the required long-term plan in integrating het-
erogeneous systems and organizational frameworks in a smart city.

Cities like Barcelona, Amsterdam, Berlin, etc. have embraced a project-
oriented view in the development of their smart cities programs, and very few
results have more than a show ware character. Politically, this is a good approach in
order to make visible what can be done, but sustainability of the solutions devel-
oped are always bound to economical (business models) and organizational aspects
which are little or not covered by the technological solutions proposed.

Smart cities is a global, long-term development plan of a city including legal,
organizational and economical aspects based on well-defined goals. Smart city is a
city development master plan which allows integration of different projects at
different point in time. It is a CPS in which legacy systems under control of dif-
ferent private and public organizations share communication and component
infrastructure, data, services and allow the development of new applications.

In aiming to a master plan for a smart city, different steps (nontechnical and
technical) have to be considered:

● Define a strategy and targets for the city and provide the required legislation to
support the master plan,

● Set a common integration IT platform (reference model) and define the stan-
dards to be used and

● Define in this framework pilot projects and stakeholders with well-defined
targets and time frame.

Legacy systems in a city have been developed by utilities organizations (water,
energy, traffic, fire brigade, police, etc.) which are in a rapid development of their
digitization process. It is unrealistic to think that new city infrastructure could be
the solution for a master plan. The integration of the legacy systems is the only way
to achieve value added and a master plan for a smart city. Integration implies
sharing of infrastructure component and communication, sharing data for new
applications and services but also common governance, political will and
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legislation. A possible reference model was developed by CISCO/ICAM white
paper [8] for Berlin. It identifies the main classes of customers for city digitization:
citizens, industry, living labs for spinoff companies in application area and the
utilities of the city. Integration is done at different levels: communication infra-
structure, data, sensors and information sources. It is an integration model of
existing and new CPSs under the governance of different stakeholders.

It identifies different levels of integration, security and certification procedures
based on the different requirements of the different application domains. It provides
the architecture of a master plan in the city development and the framework for
long-term planning and governance between city administration, utilities, citizens,
etc. (Figure 16.9).

There are four integration levels of CPSs identified in a general smart city blue
print:

1. Sensors: identifying the possible information sources including IOT, cars as a
sensor, and citizens (utilities may share components like smart meters for
energy, water, heating, etc.).

2. Communication infrastructure: including public and private-owned networks.
3. Data and information level in a federated city cloud infrastructure: Here based

on the criticality of data, one may observe that different levels are required:
open data, shared data between city agencies based on governance rules (e.g.,
police, fire brigades, hospitals). Analytics have an important role for data
integration and common applications [9].
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4. The application plane: offered to citizens, city planners industries, utilities
involved in the city management and operation. Berlin, having a political aim
in supporting new spinoff companies, requires infrastructure for living labs on
which new ideas and application can be developed and integrated.

16.6 Conclusions

This chapter identifies the relevant and major concepts underway in the field of
today’s efforts for developing CPSs. We have presented here the main trends in the
development of complex solutions for a ‘‘smart planet.’’ A lot of parallel devel-
opments have been worked out, but there is little coordination between these
overlapping technologies.

One may observe that technological solutions are there or underway, but
solution for governance, security of complex systems, business models for their
operation have a major role in this field and will play a major role in the future.

The major developments required for the future in all these frameworks are as
follows:

1. Security, safety and privacy are of major concern due to the fact that CPSs
provide an open environment for unknown attacks worldwide. New techniques
like blockchain may be a solution for the future moving from secure CPS to
secure transactions. How and where this can be applied is an interesting
research and development issue.

2. The provision of identity systems in order to integrate certified elements is a
very important element in designing CPS.

3. A RISC evaluation system is a part of designing a secure CPS.
4. The elements of the CPS have to be certified, and certification procedures have

to accompany the development of CPS.
5. Governance, regulation and lows have a major impact in the operation of CPS

and in general are country specific. CPSs do not end at the border of a specific
country and different solutions may be required.

6. Special attention should be paid to data analytics and its distribution in the
solution architecture [10].

7. Business models are critical in the CPS solution. It is at the present time not
evident if costs for the provision of secure CPS are accepted by the costumers.
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Conclusion

ADS (Autonomous Decentralized System) proposed in 1977 has been consistently
advanced in technology and its application for 40 years in the rapidly changing
technology field. During these years, innovation of technologies and business are
achieved under unpredictably and rapidly changing socioeconomic situations in these
days. The major trend is generated by four factors in structural changes in the world.

1. Structural change
(i) In society, birthrate is declining and aging people increases.

(ii) In value, unspecified majority value is gradually taken by specified
personal value.

(iii) In business, commoditization of product has been progressed and com-
petitiveness in business is more dependent to service.

(iv) In technology, target of research and development is focused from com-
ponent and system to system of systems.

These changes are strongly and mutually related, and they successively moved
from (i) to (iv).

2. Value
This book shows the change of the values which are as follows:
(i) Cost–performance ) life-cycle cost

This change of values from cost–performance to life-cycle cost is urged
by the social structural change of 1(i). At the era of population explo-
sion, culture has been quickly progressed, and economic growth can be
attained by abundant workforce. But in low population, consumption of
products decreases, and then sustainable society is required, in which
life-cycle cost of product and system is highly evaluated to eliminate
waste and utilize clean energy 1(iv).

(ii) Optimality ) fairness
This change from optimality to fairness comes from structural change
1(ii) from majority requirements to specific individual requirements. As
variety in requirements of users increases, one measure of optimality for
the many users based on majority rule cannot be accepted, but fairness
for the heterogeneous and multiple types of the requirements has to be
evaluated.

(iii) Reliability ) assurance
Reliability is important for any system. Even if society unpredictably
changes 1(i) and value structural changes 1(ii), system such as infrastructure



is expected to adapt its functionality to the changing situations. This property
of adaptation to continue the operation under the dynamic and hetero-
geneous situations is assurance 1(iv).

(iv) Correctness ) resilience
The planed and scheduled activity clarifies a specification of technology
and application, and then they are correctly developed according to the
specification. But the situation in market and business changes unpre-
dictably in 1(ii) from the predetermined specification, the system is
required to flexibly modify the original structure and function and to
keep the provision of the service to the users 1(iii). Therefore, the system
has to have the property of resilience.

(v) Majority ) diversified
As business structure change 1(i) and 1(iii) from product to service, the
systems with the various missions have to be connected for providing the
services for various users. In this system of systems, each system is
developed for the multiple values 1(iv). But the service is generated
from the heterogeneous systems such as manufacturing, logistics, market
analysis, sales, operation and maintenance systems in the supply chain
and, in some case, competitor and allies systems. In the service system
being integrated from heterogeneous systems, the diversified values
coexist and the service is produced by their integration.

3. Viewpoint
The system and technology are innovated by changing the viewpoint.
(i) Normality ) abnormality

Conventionally, socioeconomic situation is changed slowly within local
area. But recently, technology and business are changing rapidly and glob-
ally. The system has been connected to the others and become larger and
more complex by the socioeconomic dynamic situation. In this large and
complex system, it has to have the viewpoint that the system includes anytime
abnormal parts. As living thing, it is almost impossible to assume that the
system is complete and normal. The technology under the viewpoint of
abnormality in system is different from under the viewpoint of normality.

4. Design
Plan based top-down approach has to be changed to situation based bottom-up
approach in the unpredictable socioeconomic situation.

More structural changes will be emerged in the world. But it is important to
have the firm concept of technology and to achieve the chain of technology and
market under the unpredictable environment. The ADS trend of technologies and
applications shows that the concept-oriented approach is valuable to achieve the
successive innovation in the chain of technology and market.

These trends 1, 2, 3 and 4 of the ADS have been shown in this book.
Furthermore, the evolutional topics of technologies and applications will be
accelerated in:

(i) Healthcare system and its network for preventive medicine and nursing
service,

(ii) Finance system for global value exchange,
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(iii) Management organization by strategic unit for global and changing
market and human investment and

(iv) Natural disaster control system for its prevention and recovery.
This new trend is based on the structural changes and then the evolution in
the society and technology unceasingly occurs. In conclusion, the following
two points are principles.

(a) Technology without concept is reckless; and concept without
technology is arid.

(b) Technology without operation is illusion; operation without tech-
nology is time killing.
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