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Abstrak - Seringkali, dalam dunia profesional, sulit 

untuk memastikan bahwa keterampilan, kepribadian, dan 

pekerjaan sesuai satu sama lain. Ketidaksesuaian ini dapat 

menyebabkan kinerja buruk dan menyulitkan karyawan untuk 

memaksimalkan potensi mereka. Salah satu faktor yang 

menyebabkan ketidaksesuaian ini adalah jumlah pekerjaan 

yang tidak sesuai dengan kepribadian seseorang. Untuk 

mengatasi masalah ini, meningkatkan kesadaran diri adalah 

kunci untuk menjadi lebih analitis terhadap potensi dan sifat 

Anda. Meningkatkan kesadaran diri akan membantu Anda 

menemukan kekuatan dan kelemahan pribadi Anda. Program 

yang dapat menilai kemampuan seseorang dan memberikan 

saran karir yang sesuai dapat membantu pengenalan diri ini. 

Alat penemuan diri yang tersedia di situs web PSYCHEE 

membantu Anda mengidentifikasi kepercayaan diri dan potensi 

Anda. Data pengguna yang berkualitas kemudian dapat 

digunakan oleh program untuk membuat rekomendasi 

pekerjaan. Hasil pengujian menunjukkan bahwa model 

XGBoost memiliki akurasi paling tinggi. Situs web PSYCHEE 

menawarkan akurasi prediksi sekitar 89% untuk klasifikasi 

teks X atau Twitter, dan akurasi 100% untuk kumpulan data 

yang diproses menggunakan perintah obrolan GPT. Model 

yang dikembangkan digunakan untuk mengkategorikan 

kepribadian MBTI berdasarkan konten media sosial. Untuk 

melakukan fungsinya, aplikasi web Psyche digunakan. 

Kata kunci: Ketidakcocokan pekerjaan, kepribadian, 

PSYCHEE, XGBoost, aplikasi Psyche 

 

Abstract In the workplace, it can be challenging to 

make sure that a person's work, personality, and skills 

complement one another. Employees may perform poorly as a 

result of this mismatch and find it challenging to reach their full 

potential. The amount of jobs that don't fit a person's 

personality is one thing that contributes to this mismatch. The 

solution to this issue is to become more analytical about your 

abilities and characteristics by developing your self-awareness. 

Gaining more self-awareness will assist you in identifying your 

own advantages and disadvantages. Programs that evaluate 

skills and offer appropriate career guidance might support this 

process of self-discovery. The PSYCHEE website offers a self-

discovery tool that assists you in determining your potential and 

level of confidence. The computer can then utilize qualified user 

data to recommend jobs. The XGBoost model offers the highest 

accuracy, according to the test findings. For text classification 

on Twitter or X, the prediction accuracy provided by the 

PSYCHEE website is approximately 89%, whereas for data sets 

processed with GPT chat commands, the accuracy is 100%. 

MBTI personalities are categorized using the created model 

according to social media material. The Psyche online 

application was utilized in order for it to function. 

 

Keywords: Job mismatch, personality, PSYCHEE, 

XGBoost, Psyche app 

 

I. INTRODUCTION 

The mismatch or gap between work possibilities and 

industrial demands, which is brought about by a mismatch in 

education and skills, is one of the problems in Indonesia's 

employment sector [1]. Regardless of their college major, a 

large number of Indonesian graduates of higher education 

were compelled to look for work outside of their field of 

study due to an imbalance between supply and demand for 

employment. This situation, known as a "horizontal 

mismatch," has grown to be a serious problem, especially for 

recent college grads, as there are more graduates than there 

are spots available in some majors. Many graduates are 

forced to choose jobs unrelated to their majors as a result [2]. 

An employee must work harder to acquire the skills or 

competences required for the job when they operate in an area 

that does not align with their educational background, which 

is why a mismatch between education and employment is 

problematic. Employees may feel uneasy at work and have 

low job satisfaction as a result of having to learn new things 

and delve into material that is different from what they 

already know. Reduced productivity and business expansion 

will also result from this [3]. NLP is defined as "patterns or 

programming created from the relationship between the brain 

(neuro), language (linguistic), and body state" in the 

Encyclopedia of Systemic NLP and NLP New Coding [4]. 

Researchers can better understand public opinion by 

employing NLP approaches to investigate people's nuanced 

perspectives and attitudes about the designated health 

services [5].  Lack of excellent human resources is one of the 

reasons for the mismatch, which is partly brought on by 

people's ignorance of themselves. One tactic for building 

human resources is self-development [6]. 

Understanding one's own character, often referred to 

as self-awareness, may help one grow their self-awareness 

and become more aware of their personality, limitations, and 

potential. Because of this, someone may utilize self-

evaluation as an endeavor or step toward improving their own 



 

 

quality and ultimately turning into a quality human resource 

[7].  Paul Costa and Robert McCrae developed the Big Five 

personality theory, which is one of the most well-known 

approaches in personality psychology. The five fundamental 

aspects of human nature that are highlighted by this theory 

are neuroticism, agreeableness, conscientiousness, 

extraversion, and openness to new experiences. Individual 

personality differences may be defined by a variety of 

qualities that are represented by each of these categories. The 

extraordinary validity of the Big Five hypothesis in many 

cultural contexts and situations has been shown via extensive 

empirical testing, making it an important tool in personality 

studies [8]. 

II. THEORY REVIEW 

 
A. Myers-Briggs Type Indicator (MBTI) 

 
 

Figure 1. MBTI Personality 
 

Based on Carl Jung's theory of psychological types, Isabel 
Briggs Myers and her mother Katharine Cook Briggs created 
the popular Myers-Briggs Type Indicator (MBTI), a tool for 
assessing personality. Based on four dichotomies—
Extraversion (E) vs. Introversion (I), Sensing (S) vs. Intuition 
(N), Thinking (T) vs. Feeling (F), and Judging (J) vs. 
Perceiving (P)—the MBTI assigns people to one of 16 
personality types. It is commonly used to assist people in 
understanding their preferences and communication styles in 
a variety of contexts, such as organizational behavior, 
counseling, and personal development. The MBTI has been 
criticized for its validity and reliability in predicting 
psychological characteristics and behavior, despite its 
widespread use [9]. 
B. GPT-3.5-Turbo-0125 

A variant of OpenAI's Generative Pre-trained 

Transformer (GPT) model is called GPT-3.5-Turbo-0125. It 

makes use of a Transformer architecture designed to 

understand and produce text in challenging circumstances. 

GPT-3.5-Turbo-0125 can generate extremely natural and 

helpful text in a variety of situations because it was trained 

on a sizable dataset. Compared to earlier models, this one 

requires less training time because to OpenAI's optimization 

and computationally effective techniques. The main features 

of this model are its ability to produce text that is very 

realistic and diversified, as well as its excellent scalability, 

which enables it to be used in applications with real-time 

requirements. The model is very beneficial in practical 

applications like virtual assistants and content generation 

because of its remarkable ability to generalize across many 

text sorts and conditions, despite its enormous complexity 

that requires significant processing resources [10]. 

 

C. XGBoost 

Extreme Gradient Boosting, or XGBoost, is a 

boosting algorithm renowned for its quickness and potency. 

It functions by gradually constructing an ensemble of 

decision trees, with each new tree fixing the mistakes of the 

preceding tree. Regularization techniques are used by 

XGBoost to prevent overfitting and enhance overall model 

performance. XGBoost is usually regarded as efficient, while 

the training time may vary based on the amount of the dataset 

and the model's complexity. Because of its excellent 

scalability, the model can operate steadily on big datasets. In 

addition to having outstanding generalization capabilities, 

XGBoost is well-known for being simple to use in a wide 

range of machine learning applications because of its wealth 

of documentation and vibrant community. To get the best 

results, thorough hyperparameter tuning is required, and 

more iterations and larger data volumes may result in longer 

training times [11]. 

 

D. CatBoost 

Yandex created CatBoost (Categorical Boosting), a 

boosting method that can handle categorical data without 

requiring a lot of setup, like one-hot encoding. CatBoost 

handles category data using certain techniques that lead to 

more accurate and efficient processing. Because of the 

computational approaches used and the optimization of the 

algorithm, CatBoost frequently requires less training time 

than other boosting models. Because it is simpler to build and 

apply than some other boosting models, this model is less 

complex. CatBoost can handle large datasets with consistent 

performance and has high generalization capabilities. 

CatBoost is a great option for many different jobs because of 

its great use in machine learning applications, especially 

when dealing with categorical data [12]. 

E. Gradient Boosting 

Gradient boosting is a boosting technique that gradually 

constructs a prediction model. To minimize the error of past 

models, every new model is trained using a gradient-based 

optimization technique. Gradient boosting is consequently 

highly useful for problems related to regression and 

classification. One of gradient boosting's most important 

characteristics is its capacity to handle a wide range of input 

sources and produce extraordinarily accurate models. 

However, the length of the training period may vary based on 

the size of the dataset and the number of iterations. The 

hyperparameters need to be carefully tuned in order to 

minimize overfitting and obtain optimal performance. 

Although gradient boosting can be difficult to scale and can 

only handle huge datasets with unstable performance, this 



 

 

model's complexity makes it a powerful option for a wide 

range of machine learning applications [13]. 

III. RESEARCH METHODS 

The 1-5 scale point provides a formal manner to compare 

and assess models based on a variety of essential criteria, 

including generalization ability, complexity, scalability, ease 

of use, and training time. Using this scale, we can more 

objectively assess the strengths and shortcomings of each 

model, allowing us to make more educated decisions about 

which model is best suited to the application's demands. 

Table 1 Solution Analysis and Selection 

Selection 

Criteria 
Point 

GPT 3.5 XGBoost 

Rating Point 

Value 

Rating Point 

Value 

Data Training 

Time 

20% 3 0,6 5 1 

Complexity 20% 2 0,4 3 0,6 

Generalization 

Ability 

30% 5 1,5 4 1,2 

Scalability 20% 3 0,6 5 1 

Usability 10% 4 0,4 4 0,4 

Total Score 3,5 4,2 

Rating 4 1 

Continue? NO YES 

 

Gradien Boost CatBoost 

Rating Point Value Rating Point Value 

3 0,6 5 1 

3 0,6 2 0,4 

4 1,2 4 1,2 

5 1 5 1 

4 0,4 4 0,4 

3,8 4 

3 2 

NO NO 

 

 

• Data Training Time 

o GPT-3.5-Turbo-0125: 3 - The training time of this 

model is relatively short thanks to the optimizations 

performed, but it requires large computational 

resources for the training process [10]. 

o XGBoost: 5 - Highly efficient in training time, 

enabling fast model training even with large datasets 

[11]. 

o Gradient Boosting: 3 - Training time can be long 

depending on the size of the dataset and the number 

of iterations required to achieve convergence [12]. 

o CatBoost: 5 - Fast in training, thanks to optimization 

techniques and good efficiency in processing 

categorical data [13]. 

• Complexities 

o GPT-3.5 Turbo-0125: 5: This model is extremely 

complicated, utilizing the Transformer design, 

which needs extensive expertise and computational 

resources. This paradigm is used for large-scale data 

management and processing [10]. 

o XGBoost: 3 - Although XGBoost is effective, its 

complexity is moderate. Users must adjust 

hyperparameters to maximize model performance, 

but the documentation and supportive community 

make it easier to manage [11]. 

o Gradient Boosting: 4 - Requires a good 

understanding of the training process and 

hyperparameter adjustments. This complexity can 

provide difficulties in implementation and tweaking 

[12]. 

o CatBoost: 3 - It is less complex than GPT-3.5-

Turbo-0125 and Gradient Boosting, owing to the 

built-in support for category data, making it easier to 

use [13]. 

• Generalization Ability 

o GPT-3.5-Turbo-0125: 5 - The model has a very high 

generalization ability thanks to training with a wide 

and diverse dataset. This allows the model to handle 

various topics and contexts well, producing relevant 

and consistent text in a variety of situations [10]. 

o XGBoost: 5 - XGBoost demonstrates strong 

generalization capabilities by effectively handling 

large and complex data. The boosting technique 

used minimizes errors and improves model 

performance on unseen data [11]. 

o Gradient Boosting: 5 - Gradient Boosting offers high 

generalization capabilities because of its 

incremental model building and iterative error 

reduction. This enables it to adapt to various sorts of 

data and make accurate predictions [12]. 

o CatBoost: 5 - CatBoost provides a high level of 

generalization, particularly for categorical data. A 

specific technique used to analyze categorical data 

without extensive preprocessing allows the model to 

adapt to a variety of data situations [13]. 

• Scalability 

o GPT-3.5-Turbo-0125: 4 - Provides acceptable 

scalability for large-scale applications but 

necessitates extensive computer infrastructure. This 

methodology is intended to manage vast amounts of 

data and produce consistent outcomes [10]. 

o  XGBoost: 5 - Highly scalable; can handle big 

datasets with high performance. The methods 

utilized provide efficiency and efficacy in large data 

settings [11]. 

o Gradient Boosting: 4 - Scalability is good, however 

training time may be longer on larger datasets. The 

methodology remains successful on huge datasets, 

however scalability is influenced by data quantity 

and complexity [12]. 

o CatBoost: 5 - Highly scalable due to algorithm 

optimization and support for categorical data. This 

enables the model to run efficiently on huge datasets 

[13]. 

• Usability 

o GPT-3.5-Turbo-0125: 4 - OpenAI's API makes it 

relatively simple to use, but maximizing its benefits 

in actual applications needs a thorough grasp of how 

it works [10]. 

o XGBoost: 4 - Easy to use with good documentation 

and community. However, hyperparameter 

calibration may require time and additional effort 

[11]. 



 

 

o Gradient Boosting: 3: The requirement to change 

several hyperparameters and comprehend the 

complicated training process might have an impact 

on ease of use [12]. 

o CatBoost: 4 - Simple to use, especially with built-in 

support for classified data, which eliminates the 

need for substantial data preparation [13]. 

 

A. Machine Learning Model 

The first implementation step is to select the machine 

learning algorithm that will be used for the model. The model 

with the highest accuracy will be shown on the website. 

Model building options include the following machine 

learning algorithms: 

1. Gradient Boosting 

2. XGBoost 

3. CatBoost 

4. GPT, However, API keys are necessary for 

fine-tuning, and token limitations influence the 

cost of training and running the model. 

Before training and testing the model, a dataset 

including text and an MBTI personality type label is required. 

The dataset used in this test is a composite dataset obtained 

from Kaggle. 

 The obtained dataset is subsequently moved to the 

preparation step. During this stage, the raw datasets will be 

cleaned, tokenized, lemmatized, vectorized, and separated 

into training and test data. 

 For classification testing, the machine learning models 

Gradient Boosting, XGBoost, and CatBoost were applied. 

The model was trained using an alternative dataset for this 

test. There are 100,867 data points in the dataset for this 

exam, comprising text and 16 MBTI personality types. There 

were 100,867 data points in total, with 90% of the data being 

used for training and 10% for testing. With this split ratio, the 

model can utilize the largest possible portion of the training 

data while maintaining sufficient evaluation capabilities to 

gauge the model's generalization. This model was trained 

using a preprocessed dataset. The model's hyperparameters 

are in the default range for this test. 

 The model chosen based on accuracy and training 

duration will be adjusted by adjusting the hyperparameters to 

get the highest accuracy. The hyperparameters for this test 

will just be iteration /n_estimator, max depth, and learning 

rate. The three parameters were chosen because they have a 

major influence on the model's performance. 

 

IV. RESULT AND ANALYSIS 

The code in the picture below imports all of the 
libraries needed to clean the data and launches the 
"WordNetLemmatizer" object, which lemmatizes and saves 
a list of stopwords collected from the English language. 

Figure 1 libraries required to clean the data 

 

 The code shown in the figure below removes 

superfluous components from the raw dataset, tokenizes each 

word into tokens separated by spaces, and then lemmatizes 

each word. 

Figure 2 cleans the raw dataset 

 

 The code in the picture below divides the data in a 

90:10 ratio and utilizes the scikit-learn library's 

"TfidfVectorizer()" for text and "LabelEncoder()" for labels to 

convert the cleaned dataset to numbers. Because the dataset is 

sufficiently large (100,867 data points), a data split ratio of 

90% for training and 10% for testing was adopted. The model 

will train on 90% of the data, ensuring that there is enough to 

gather and learn patterns from. Using 10% of the total data as 

test data guarantees that the model has enough information to 

evaluate its performance on data that is not readily apparent. 

  

 

 

Figure 3 Cleaned dataset 

 

 After preprocessing, the data is ready for training the 

machine learning model. The models to be trained are first 

imported and started before being trained using the training 

data. In the first test, all models were trained using training 

data with the default hyperparameter settings. 



 

 

Figure 4 Gradient Boosting Model 

 

 The code in the image below starts the gradient 

boosting classifier model and trains it using the training data. 

After training, "classification_report" and "accuracy_score" 

are used to display the classification report of the test data and 

calculate the model's accuracy. The model accuracy was 

87.81%, with a total training time of 15.5 hours. 

 

 
 
 
 
 
 
 

Figure 5 XGBoost model 

 
 

The code in the image below fulfills the same 
purpose as the previous code: to train the model and display 
the classification result report from the XGBoost model. The 
model accuracy achieved was 89.06%, with a total training 
duration of 54 minutes. 
 

Figure 6 The XGBoost accuracy and training duration 

 
 

Figure 7 CatBoost model’s 

 
 

The code below does the same function as the 
previous code: it trains the model and presents the CatBoost 
model's classification result report. The model accuracy was 
85.73%, with a total training time of 1.12 hours. 

 
 
 

Figure 8 The CatBoost accuracy and training duration 



 

 

 
 

The XGBoost model outperforms the other two 
models in terms of training time and accuracy. As a 
consequence, the XGBoost model was chosen for 
classification and implementation on the website. The 
previously trained XGBoost model can be tuned again by 
adjusting its hyperparameters. To get the best accuracy, the 
model will be retrained with different hyperparameter values. 
In this test, the hyperparameter values "learning_rate" and 
"max_depth" will be assessed to determine the difference in 
model accuracy results. In this test, the "n_estimators" model 
goes through 100 iterations. 

n_estimator
s 

learning_rat
e 

max_dept
h 

training 
time 

accurac
y 

100 0.1 6 47m5s 88.69
% 

100 0.2 6 48m7s 88.97
% 

100 0.3 6 38m22
s 

89.06
% 

100 0.4 6 37m4s 89.08
% 

100 0.5 6 38m19
s 

88.63
% 

100 0.4 7 47m7s 88.77
% 

100 0.4 5 28m55
s 

89.13
% 

100 0.4 4 23m15
s 

89.55
% 

100 0.4 3 18m22
s 

89.35
% 

 
After testing, the model with the best accuracy achieved 
89.55%. The model that has been trained and obtained the 
maximum accuracy is saved in a file with the pickle(.pkl) 
extension. The model will then be used to perform MBTI 
personality classification activities on the website. 
 

 
 
 

V. CONCLUSION 

The trained model's performance and outcomes will also 
be affected by the hyperparameters that are set. Using a 
dataset of 100,867 observations, the model was first trained 
using the default hyperparameters for this test. Based on this 
test, the XGBoost model, after 54 minutes of training, gets 
the greatest accuracy of 89.06%. The XGBoost model was 
selected for use after its accuracy and training time were 
evaluated. The XGBoost model is first fine-tuned by 
retraining and hyperparameter modification. The model that 
tested the best had an accuracy of 89.55%. 
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