
ABSTRACT 

 

Digital manipulaƟon tools like deepfakes have ad vanced in sophisƟcaƟon because to the 

quick development of deep learning and arƟficial intelligence. Face swapping, in which one 

person’s face is swapped out for another, is one of the most alarming types of deepfakes. 

This technique produces incredibly lifelike movies that may deceive viewers. DetecƟng 

these manipulated videos is crucial to miƟgaƟng their negaƟve impact on privacy and 

security. This paper proposes an ensemble approach to detecƟng face swap deepfakes by 

combining the Swin Transformer and BidirecƟonal Long Short-Term Memory (BiLSTM) with 

an aƩenƟon mechanism. The Swin Transformer is employed for spaƟal feature extracƟon, 

while the BiLSTM captures temporal paƩerns between frames, and the aƩenƟon 

mechanism focuses on the most relevant Ɵmesteps. The model is evaluated on the 

FaceForensics++ dataset, achieving a validaƟon accuracy of 93.81% with a validaƟon loss 

of 0.19, outperforming the Long Short-Term Memory (LSTM), Fully ConvoluƟonal Network 

(FCN), and ConvoluƟonal Neural Network- Bidi recƟonal Long Short-Term Memory (CNN-

BiLSTM) models. Experimental results demonstrate the superior ability of the Swin-BiLSTM 

With AƩenƟon model to accurately detect face swap manipulaƟons, even under varying 

facial poses, lighƟng condiƟons, and moƟon variaƟons. The proposed method shows 

promise in addressing the challenges of deepfake detecƟon, offering potenƟal applicaƟons 

in privacy protecƟon, misinfor maƟon prevenƟon, and security. Future work may explore 

the integraƟon of addiƟonal data modaliƟes or advanced techniques to further enhance 

detecƟon accuracy and robustness. 
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