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CHAPTER 1

INTRODUCTION

This chapter lays the groundwork, for the research being undertaken here. The section
on Research Background delves into the issues background and the critical nature of this
research within the realm of information security. Following that is Rationale which out-
lines the motivations behind this research and the gaps it aims to fill. The Theoretical
Framework explores the theories that underpin this research while the Conceptual Frame-
work elucidates the connections among variables, in the study and how core ideas are
formulated. The section addressing the issue at hand elaborates on the challenges that
this research aims to address while the Goals and Hypotheses present the research aims
and hypotheses formulated from existing theories and studies. The section outlining As-
sumptions delves into the beliefs of this study to ensure precise interpretation of results.
Lastly the part focusing on Scope and Limitations clarifies the research’s extent and the
constraints implemented to maintain an purposeful study approach. The Study Signifi-
cance section highlights the impact of this research, in practical realms. Discusses how the

research outcomes could aid in advancing information security in the feature.

1.1 Rationale

1.1.1 Background of the Study

In todays age companies worldwide face challenges due, to cyber threats, especially those in
the online realm. The escalating cyber threats are becoming more intricate and spreading
faster than before. Advanced cyber assaults like Al driven attacks, zero day exploits and
supply chain focused attacks necessitate an forward thinking approach, to Cyber Threat
Intelligence (CTI). Traditional methods, in cybersecurity often struggle to keep up with
the growth in threat data volume and speed diversity. This can result in security gaps and
delays, in responding to threats Agrawal [2] Alaeifar et al. [3].

In order to tackle these obstacles effectively and efficiently the CTI-Capability Ma-
turity Model (CTI-CMM) a structured framework has been created to outline five pro-
cess domains, in CTICyber Threat intelligence operations ; Strategic Planning and Guid-
ance Data Collection, Data Processing, Data Analysis and Intelligence Report Circulation
Kamil Baraniuk [21]. Each of these domains plays a function in safeguarding sound threat
intelligence practices spanning from organization to the circulation of actionable intelli-
gence reports. The difficulties, in each of these phases remain notable when dealing with
extensive and continuously changing data.

To address these challenges, the CTI-Capability Maturity Model (CTI-CMM) has been

developed as a framework that identifies five key process areas in CTI operations: Planning
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and Direction, Collection, Processing, Analysis, and Dissemination[21]. Each of these areas
has a crucial role to play in ensuring effective threat intelligence, from strategic planning to
the distribution of actionable intelligence reports. However, the challenges in each of these
stages are still significant, especially in the face of large, unstructured, and dynamically
evolving data.

In this context, utilizing intelligence tools, such as Large Language Models (LLMs) and
Retrieval Augmented Generation (RAG) could enhance the efficiency of CTI. LLMs have
proven their adeptness in analyzing volumes of text, intricate cyber threat information.
On the hand RAG can enhance the precision and significance of insights, by connecting
gathered details to references Agrawal [2]. The merging of these two technologies has the

potential to introduce an exact method, for handling cyber threats.

1.1.2 Problem Situation: Global, National, and Local Forces

In todays world landscape of cybersecurity poses a challenge that calls for collaboration,
among nations and innovative tech solutions to combat it effectively. As per the World
Economic Forum Global Risks Report 2024 [36] cyber threats rank among the five risks
that organizations globally encounter today with projected cybercrime damages anticipated
to hit $10. 5 Trillion, by 2025. Threat actors operating across borders utilize tactics
demanding defense strategies instead of relying solely reactive measures.

National Forces: At a scale governments, around the world are putting in place cyber-
security frameworks and rules to tackle the rising threats effectively. The Cybersecurity
and Infrastructure Security Agency (CISA) highlighted a 74 % rise in ransomware attacks
aimed at infrastructure in 2023 compared to the year [11]. Security agencies at the level
stress the importance of having advanced threat intelligence tools to combat ever changing
cyber threats that pose risks, to essential national infrastructure and economic concerns.

Local Forces: in industries are facing growing demands to boost their cybersecurity
measures despite dealing with resources and expertise in the local sector scene. Local
businesses find it challenging to combat cyberattacks due, to their lack of cybersecurity
know how and resources. The scarcity of cybersecurity experts worsens the situation as

organizations struggle to analyze and address the increasing influx of threat data [3].

1.1.3 Statistical Justification

Recent information highlights the seriousness of the cybersecurity issues we are facing

today.

A. Volume Challenge Organizations typically face 4 484 security alerts, per day on aver-
age. However due to limitations, in resources 67 percent of these alerts go unexplored

Ponemon Institute [29].
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B. Response Time On a worldwide scale, it takes an average of 287 days to detect and
control a data breach. This lengthy duration offers attackers chances, for moving
within systems and stealing data sources according to IBMs 2023 report IBM Security
[18].

C. Complexity Challenge Advanced Persistent Threat actors currently utilize, around
12 methods for attacks in each operation. This demands correlation abilities that
surpass analytical methods (MITRE ATT&CK, 2023) [24]

D. Skills Gap The global cybersecurity workforce shortage reached 3.5 million unfilled
positions in 2023, exacerbating organizations’ inability to analyze threat intelligence
effectively [19]

E. Economic Impact Annual global economic losses due, to cyberattacks amount to
around $ 8000 billion a year and these costs rise by 15% annually according to a

report by Cyberventures, [12] in 2023 .

1.1.4 Clinching Statement

The data and patterns that stand out show that the usual ways of dealing with Cyber
Threat Intelligence struggles to keep up with the amount and speed of todays cyber threats
despite their solid base value. There is a challenge, in keeping up with evolving threats and
the ability to defend against them effectively requires strategies that make use of cutting
edge artificial intelligence tools like Large Language Models and Retrieval Augmented
Generation techniques. These technologies can improve an organizations threat intelligence
capabilities within existing structures such, as the CTI Capability Maturity Model by
enabling adaptive cyber defense operations that can match the pace and complexity of

modern threats.

1.2 Theoretical Framework

This study relies on the Cyber Threat Intelligence Capability Maturity Model (CTI CMM)
which covers five phases; Planning and Directional aspects involved in information gath-
ering and analysis as part of enhancing cybersecurity defense mechanisms in an organized
manner [21]. This model serves as the framework for enhancing cyber threat intelligence
capabilities through a systematic and structured approach.

The use of Artificial Intelligence (AI) in CTI involves applying Al concepts to enhance
cybersecurity operations by streamlining the process of detecting and addressing cyber risks
effectively. This study relies on Large Language Models (LLMs) and Retrieval Augmented
Generation (RAG] as approaches to enhance the quality and effectiveness of information
produced by CTI systems [16] [14] [35].
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LLMs have the ability to comprehend and analyze volumes of data which includes
textual content sourced from different platforms, like the dark web and hacker forums as
well, as threat reports. On the other hand, RAG enhances information retrieval through
connecting analysis outcomes to authenticated sources, which in turn minimizes misinter-
pretation errors. Elevates the standard of intelligence produced|5].

The research seeks to enhance the CTi systems intelligence and responsiveness to evolv-
ing cyber threats by utilizing CTT CMM as the framework and integrating Al technologies
such, as LLMs and RAG [15] [25]. It is based on the premise that incorporating Al aug-
mentation into processes can improve threat intelligence effectiveness while still upholding
oversight and decision making control.

The theoretical model acknowledges that effectively incorporating Al into cybersecurity
demands a focus, on transparency and accountability while ensuring human control and
oversight are prioritized [1]. It is crucial for security experts to comprehend the reasoning
behind Al generated insights and have faith, in their performance across scenarios while

also possessing the ability to intervene or alter the Als assessments when necessary.

1.3 Conceptual Framework/Paradigm

1.3.1 AIM-CTI Layer Framework Architecture

This study introduces a five tier structure that effectively incorporates Al advancements
into the Cyber Threat Intelligence Capability Maturity Model (CTT CMM) introducing the
AT enhanced CTI framework (AIM CTI). The framework transitions, from fundamentals,

to real world application and measurable outcomes.

Layer 1: Theoretical Foundations focuses on the basis that forms the foundation, for

incorporating Al technologies into cybersecurity intelligence operations [30] [28].

A. CTI Capability Maturity Model
Provides the core process structure and assessment framework for organizational

cyber threat intelligence capabilities [13]

B. Artificial Intelligence Theory
Encompasses machine learning and natural language processing theories that enable

automated threat analysis[35]

C. Large Language Models
The fundamental principles underlying text comprehension and creation within the

realm of cybersecurity have been extensively explored [35].

D. Retrieval-Augmented Generation

Enhancing accuracy and verifying sources using a combination of sparse retrieval
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E.

techniques alongside Al has been a focus, in the research, by Agrawal [2].

Knowledge Graph Theory
Enables the establishment of connections and traversal methods, for correlation of

threat intelligence [4].

Layer 2: Al Integration Components The practical aspect puts Al theories into action

through five improvement elements:

A.

LLM Components
Predictive analysis using intelligence technology and dynamic forecasting with algo-

rithms to meet specific requirements. [35]

. Hybrid RAG

Hybrid retrieval combines crawlers and multi source extraction methods. [2][16][14]

. Adaptive Processing

Real-time updates and continuous learning capabilities[27]

. Explainability

Citation generation and evidence linking for transparency [26]

Al-Specific Maturity

Performance metrics tailored for Al-augmented operations

Layer 3: Enhanced CTI-CMM Process Areas Each CTI-CMM process area transforms

from traditional manual approaches to Al-enhanced capabilities:

A.

Plan and Direction
Traditional: Manual requirements, static priorities

Al-Enhanced: Predictive analytics, dynamic forecasting, LLM-powered requirements

. Collection

Traditional: Limited sources, manual aggregation

Al-Enhanced: Intelligent crawlers, multi-source extraction, hybrid retrieval

. Processing

Traditional: Manual normalization, simple parsing

Al-Enhanced: Entity extraction, relationship mapping, graph construction

. Analysis

Traditional: Manual correlation, rule-based patterns

Al-Enhanced: Semantic analysis, pattern recognition, graph reasoning

Dissemination
Traditional: Static reports, limited tracing

Al-Enhanced: Adaptive reporting, automated citations, role-based content
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Layer 4: Expected Outcomes The framework targets specific quantifiable improvements:

A. Performance Improvements
30% faster threat detection through automated analysis
25% better threat identification via enhanced pattern recognition

40% improved novel attack identification through adaptive learning

B. Operational Benefits
Real-time intelligence updates replacing batch processing
Reduced manual effort in correlation and reporting

Enhanced decision-making speed through automated prioritization.

C. Quality Enhancement
Explainable outputs with verifiable source attribution

Reduced false positive rates through improved validation

D. Research Contribution
Novel AI-CTI integration methodology
New maturity assessment metrics for Al-augmented operations Framework for future

CTI research advancement

Layer 5: Research Paradigm & Hypothesis Validation The validation layer connects frame-

work to empirical research through two primary hypotheses:

H1: Measurable CTI Maturity Improvements - Validated through performance metrics,

response time analysis, and threat mitigation effectiveness.

1.3.2 Research Paradigm: AI-Driven CTI Enhancement

The overarching paradigm positions Al as both tool and key element in improving detection
accuracy, analysis efficiency, and response speed through systematic integration across
the CTTI lifecycle [26]. Core principles include: Symbiotic Enhancement: AI technologies

augment human analytical capabilities rather than replacing human judgment.

A. Human-AT Synergy

AT augments rather than replaces human capabilities[26]

B. Adaptive Intelligence

Continuous learning and evolution with threat landscape [27][25]

C. Explainable Operations

Maintained transparency and interpretability [1]

D. Systematic Integration

Comprehensive enhancement across all CTI-CMM areas [30]
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1.3.3 Framework Flow and Integration

The illustration, in Figurel.l showcases the AIM. CTIC framework which highlights the
incorporation of AI technologies (LLM and Hybdrid RAG) within cyber threat intelligence

operations.The framework illustrates the progression from variables through Al enhanced

CTIC MM processes to enhance performance results. There are feedback loops, for enhance-

ments and strategic control is maintained through human oversight mechanisms.

( LAYER 1: Theoretical
Fd Foundations
§ N 'a \ \
§ CTI Capability Maturity Model Artificial Intelligence Theory Large Language Models Retrieval. Graph Theory
H Process Structure & ML & Natural Language Text Understanding & Generation Semantic Relationships &
E Assessment Processing Generation External Knowledge Integration Traversal
e LAYER 2: Al Integration
5 Components
g 3
‘s LLM Components Hybrid RAG Knowledge Integration Adaptive Processing Explainability Al-Specific Maturity
5 ~Enliy Extraction +Veclor Retrieval + Semantic Similarity + Bidirectional Flow ~Citation Generation - Performance Metrics
s

+ Pattem Recognition

« Graph Retrieval

« Context Enrichment * Reaktime Updates

« Evidence Linking

* Quality Assessment

v

Planning & Direction

Traditional: Manual Requirements, Static
Priorilies

Somawes

Al-Enhanced: Predictive Analytics,
Dynamic Forecasting, LLM-powered
Requirements

LAYER 3: AIM-CTI Framework Core - Enhanced CTI-CMM Process Areas \

Collection Processing

Traditional: Limited Sources, Manual
Aggregation

Traditional: Manual Normalization, Simple
Parsing

Al-Enhanced: Intelligent Crawlers, Multi-
source Extraction, Hybrid Retrieval

Al-Enhanced: Entity Extraction,
Relationship Mapping, Graph Construction

Analysis

‘Traditional: Manual Correlation, Rule-
based Patterns

Al-Enhanced: Semantic Analysis, Pattern
Recognition, Graph Reasoning

Dissenjination

Traditional: Static Reports, Limited Tracing

Al-Enhanced: Adaptive Reporting, Automated Citations, Role-based Content Generation

Y

[=] Performance Improvements Operational Benefits Quality Enhancement Research Contribution
g « 30% faster threat detection * Real-time intelligence updates « Explainable intelligence outputs « Novel AI-CT! integration methodology
g + 25% better threat mitigation + Reduced manual effort « Verifiable source attribution « New maturity assessment metrics
3 + 40% improved novel attack identification « Enhanced decision-making speed « Reduced false posilive rates « Framework for future CTI research
LAYER 5: Hypotheses Validation & Research
s N
% Paradigm
g H1: Measurable Improvements in CTI Maturity - Validated through performance metics, response time H2: Superior Adaptability to New Threats - Demonstrated through novel attack patter identification capabilies
H analysis, and threat mitigation effectiveness and adaptive leaming mechanisms

across the entire CTI lifecycle within a structured maturity framework.

Research Paradigm: Al-driven Cyber Threat Intelligence where Al serves as both tool and key element in improving detection accuracy, analysis efficiency, and response speed to evolving cyber threats through systematic integration W

Figure 1.1: AIM-CTTI conceptual framework

1.3.4 CTI-CMM Enhancement Mapping

Table 1.1 presents a clear mapping between the original CTI-CMM limitations and the

specific enhancements introduced by AIM-CTI for each process area.
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Table 1.1: CTI-CMM Enhancement Mapping by AIM-CTI

Process Original CTI-CMM | AIM-CTI Enhance- | Expected Ben-

Area Limitations ments efits

Planning & | Manual requirements | LLM-powered predictive | 40% reduction in

Direction definition, static pri- | analytics, dynamic threat | planning time,
ority setting, limited | landscape forecasting, | improved threat
forecasting capabilities | automated requirement | anticipation

generation accuracy

Collection Limited source diver- | Intelligent crawlers, multi- | 50% increase in
sity, manual data aggre- | source extraction, hybrid | data source cov-
gation, static feed man- | retrieval mechanisms erage, automated
agement feed optimization

Processing Manual normalization, | Al-powered entity extrac- | 60% reduction in
rule-based parsing, lim- | tion, relationship mapping, | processing time,
ited entity recognition automated graph construc- | improved data

tion quality

Analysis Manual correlation, | Semantic analysis, graph | 30% faster threat
pattern-based  analy- | reasoning, LLM-enhanced | detection,  25%
sis, limited contextual | pattern recognition better threat
understanding identification

accuracy

Dissemination | Static report genera- | Adaptive reporting, auto- | Enhanced report
tion, limited traceabil- | mated citations, role-based | quality, improved
ity, manual citation content delivery decision-making

speed

1.3.5 Critical

Success Factors

Framework effectiveness depends on:

A. Theoretical Coherence

Alignment between Al theories and CTI requirements [35][31]

B. Technical Integration

Seamless AT incorporation within CTI processes [1][3][5]

C. Process Enhancement

Measurable improvement across CTI-CMM areas [4][8]

D. Outcome Validation

Empirical demonstration of performance gains [9][22]
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E. Human-AI Collaboration

Maintained oversight and strategic decision-making [13][21]

1.3.6 Variables Related to the Problem

This research examines the relationships between several key variables within the Al-

augmented cyber threat intelligence context:

1.3.6.1 Independent Variables

A. Large Language Models (LLMs) Integration
The systematic incorporation of LLM capabilities for processing unstructured threat

data and pattern recognition [5][11]

B. Retrieval-Augmented Generation (RAG) Implementation
The deployment of RAG systems to enhance accuracy and source verification in

threat intelligence generation [1][3]

C. Hybrid Retrieval Strategy

The combination of semantic vector-based and graph-based retrieval methodologies

[6]

1.3.6.2 Dependent Variables

A. CTI Maturity Level
The organizational capability level within the CTI-CMM framework across the five

process areas [4]

B. Threat Detection Speed
The time required to identify, analyze, and generate actionable intelligence from

threat indicators [8]

C. Analytical Accuracy
The precision and reliability of threat intelligence outputs and threat pattern recog-

nition [5]

D. System Adaptability

The capability to recognize and respond to novel attack patterns and zero-day threats
8]
1.3.6.3 Mediating Variables

A. Human-AI Collaboration Effectiveness

The quality of interaction between security analysts and Al-augmented systems [21]
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B. Data Quality and Source Reliability

The completeness, accuracy, and trustworthiness of threat intelligence inputs [2]

C. Process Automation Level

The degree of automation achieved in each CTI-CMM process area

1.3.6.4 Moderating Variables

A Organizational Readiness
The institutional capacity for implementing and maintaining Al-augmented CTI sys-
tems [23]

B Threat Landscape Complexity

The sophistication and diversity of cyber threats in the operational environment [2]

C Resource Availability

The computational, human, and financial resources allocated to CTI operations

1.3.7 Research Paradigm and Schematic Diagram

The study focuses on Al powered Cyber Threat Intelligence (CT) where Al is used as
both a tool and a crucial factor in enhancing detection precision and analysis effectiveness
while speeding up responses, to threats [25]. By taking this approach the study seeks to
create an proactive CT model driven by data, amidst the changing cyber threat. The
research introduces the AIM Cyber Threat Intelligence (CT1) framework that enhances
each process area of CT1 Cyber Threat Intelligence Capability Maturity Model (CT1
CMM) with intelligence features.

10



Telkom University

2025 School of Computing

INPUT VARIABLES
LLM Integration Level Hybrid Retrieval Strategy
- Vector Database - Semantic Search

- Training Data

p
- Model Selection
+ Fine-tuning Parameters

fa N
RAG Implementation ‘

- Retrieval Strategy
+ Knowledge Sources

+ Keyword Matching
+ Graph Traversal

EGEND
—— Main Process Flow
- - - - Al Integration
- - - - Feedback Loops
Colors:

©® LLM Components
® RAG Components

\ 4

© Human Oversight
° Integration

Al INTEGRATION LAYER

Large Language Models

» Entity Extraction
* Pattern Recognition

« Text Understanding
« Report Generation

Hybrid RAG System
=+ Dense Retrieval
« Sparse Retrieval

« Source Verification
« Context Enrichment

Human Oversight Layer

« Decision Authority
= Quality Control

« Explainability

- Strategic Guidance.

Knowledge Integration

« Graph Construction
« Semantic Linking
« Context Mapping
+ Rolationship Analysis

¥

v

N CTI-CMM PROCESS AREAS (AI-ENHANCED)

Planning & Direction
Al

Collection Processing Analysis Dissemination

Al Enhancement: Al Enhancement: Al Enhancement:

« Predictive Analytics
« Dynamic Forecasting
+ LLM Requirements
« Threat Prioritization

Human Role:

+ Strategic Decisions
+ Priority Validation

+ Resource Allocation

.

Al

« Intelligent Crawlers
« Multi-source Extract
« Hybrid Retrieval

« Auto Prioritization

« Entity Extraction

« Relationship Map

« Graph Construction
« Data Normalization

+ Semantic Analysis
+ Pattern Recognition
+ Graph Reasoning
« Threat Correlation

« Adaptive Reporting
« Auto Citations

+ Role-based Content
« Real-time Updates

Human Role:
+ Source Validation

+ Collection Strategy
+ Quality Assessment

Human Role:
« Process Validation

Human Role:
+ Analytical Review

Human Role:
+ Final Approval

+ Distribution Control
+ Stakeholder Comm

« Context Validation
« Expert Judgment

« Error Comection
« Schema Design

Continuous Learning &
Adaptation

¥

OUTPUT VARIABLES (PERFORMANCE MEASURES)

« Process Capability
- Organizational Readiness

CTI Maturity Level
|+ Performance Metrics

Threat Detection Speed
- Response Time

- Processing Efficiency
+ Real-time Capability

|Analytical Accuracy
- Pattem Recognition
- False Positive Rate

-+ Precision & Recall

- Novel Threat Detection
- Learning Capability

System Adaptability
» Zero-day Response

Figure 1.2: Integration of LLMs and RAG within the CTI-CMM framework

The illustration, in Figure 1.2 depicts a representation of how LLMs and RAG are
integrated within the CTI-CMM framework to highlight the ways in which AI advance-

ments improve all five CTI process domains while still incorporating human supervision

effectively The diagram showcases a structured evolution from conventional manual proce-

dures to Al supported functionalities with provisions, for ongoing learning and adjustment

mechanisms.

1.3.8 Relation

ship of Elements/Variables

The conceptual framework demonstrates several critical relationships:

A. Technology Integration — Process Enhancement: Integration of LLMs and RAG

technologies enhances each CTI-CMM process area directly. Contributes to ad-

vancements, in CTI-CMM maturity levels as a whole. LLMs facilitate automated

processing of amounts of threat data while RAG guarantees precision, through au-

thenticated source connections[5] [15].

Process Improvement — Performance Outcomes: Enhancing processes leads to out-

comes in performance than just focusing on process improvement alone. The effective

use of Al, in CTICMM aspects yields enhancements, in threat detection speed and

accuracy of analysis while also increasing system adaptability.

. Human-ATI Collaboration — System Effectiveness: The efficiency of human Al team-

work plays a role in determining how well Al integration impacts performance results
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as, per Nurse (2011). Best outcomes materialize when AI manages duties leaving
human analysts to concentrate on strategic interpretation and decision making pro-

cesses. [26].

1.4 Statement of the Problem

Despite implementing the CTI-CMM to enhance cybersecurity practices and processes
related to cyber threat intelligence (CTI) numerous organizations encounter difficulties,
in reaching levels of maturity across the five areas. Planning and Direction; Collection;
Processing; Analysis; and Dissemination. Conventional methods of handling CTI often
struggle to keep up with the growing amount of threat data in terms of volume, velocity
and intricacy resulting in inefficiencies delayed identification and less than optimal reac-
tions, to evolving cyber threats. Manual and automated techniques face challenges when
attempting to connect unorganized data sources effectively; this leads to overlooked valu-

able insights and delays, in addressing risks promptly.
The primary issue discussed in this study is:

How can the integration of Large Language Models (LLMs) and Hybrid Retrieval Aug-
mented Generation (RAG) be systematically applied to augment the CTI Capability Ma-
turity Model, thereby overcoming the limitations of traditional CTI processes and signifi-

cantly enhancing the performance and maturity of organizational cyber threat intelligence?

1.5 Objective and Hypotheses

This research aims to enhance the Cyber Threat Intelligence Capability Maturity Model
(CTI-CMM) through systematic integration of Large Language Models (LLMs) and Hybrid
Retrieval-Augmented Generation (RAG) technologies.

Primary Objective: To empirically demonstrate how the independent variables
(LLM integration, Hybrid RAG implementation, and hybrid retrieval strategy) significantly
improve the dependent variables (CTI maturity level, threat detection speed, analytical
accuracy, and system adaptability) within the AIM-CTI framework.

Research Hypothesis:

H1: Al-enhanced CTI systems that integrate Large Language Models and Hybrid RAG
architectures will demonstrate superior analytical capabilities compared to tradi-
tional CTI systems, as measured by improved CTI maturity levels, faster threat

detection speed, enhanced analytical accuracy, and increased system adaptability.

12
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1.6 Assumption

This research is based on several key assumptions as follows:

A. The potential enhancement of threat detection accuracy, in CTIs and RAG technolo-
gies, by leveraging Al capabilities is widely believed to enhance speed and scalability

aspects.

B. The practical merging of LLM and RAG, into the CTIsystem is technically possible

and operational feasible even though there may be challenges, during implementation.

C. Al driven cybersecurity systems are anticipated to enhance their ability to counter
changing cyber threats by incorporating learning capabilities into their intelligence

functions.

D. The integration of RAG models and LLM frameworks is believed to lead to contextual

and practical threat insights that can ultimately elevate the decision making accuracy.

These assumptions are the basis for evaluating the effectiveness and challenges of im-

plementing LLMs and RAGs in improving CTI capabilities.

1.7 Scope and Delimitation

This study delves into how Large Language Models (LLMs), along with Retrieval Aug-
mented Generation (RAG) can enhance capabilities in Cyber Threat Intelligence (CTI). It
evaluates the efficacy of LLMs and RAG in detecting threats and facilitating data analysis
and decision making within the CTi Capability Maturity Model (CTI-CMM). The anal-
ysis covers aspects such as Planning and Direction; Collection and Processing; Analysis;
Deployment; well, as Feedback and Evaluation.

Research Scope: The assessment involves evaluating the precision and efficiency
of threat detection and its effect, on cybersecurity readiness within organizations, with
existing cybersecurity programs and the infrastructure needed for Al enhanced CTIs im-
plementation.

Research Limitations: However, this study has some limitations, specifically not
addressing implementation, in industries but concentrating solely on the technology sector
only The study was confined to employing LLMs and RAGs without contrasting them
with alternative AI techniques Also the assessment of system efficiency was conducted
through simulations and case studies instead of actual implementation, in practical settings

environment.
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1.8 Significance of the Study

This study seeks to play a role, in advancing Al driven cybersecurity particularly focusing
on the use of Large Language Models (LLMs) and Hybrid Retrieval Augmented Generation
(Hybrid RAG) for analyzing Cyber Threat Intelligence (CTI). This analysis is performed
within the context of the CTII Capability Maturity Model (CTI-CMM). The key advance-
ments of this study encompass creating automated techniques for extracting and analyzing
cyber threat intelligence through a hybrid RAG approach that is enhanced in accuracy
and contextuality; enhancing the effectiveness of decision making in responding to cyber-
security incidents; and introducing a CTI maturity assessment model that adjusts better

to the progress of Al technology.
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